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Abstract 
The problem of understanding how physical processes in the brain could give rise to consciousness has 
been divided into the problem of the "Relative Explanatory Gap" of explaining why different experiences 
differ the way they do, and the "Absolute Explanatory Gap" of explaining why anything can be conscious 
at all. 
  
The main innovation of the sensorimotor theory is that it provides a very appealing way of bridging the 
Relative Gap by postulating that the quality of experiences corresponds to objective sensorimotor laws of 
interaction with the environment. Here I expound in greater detail how the approach deals with the 
Absolute Gap. I refine my previous efforts of understanding what we mean by "being conscious of 
something" by abandoning my previous hierarchical approach; by suggesting the concept of "mental 
manipulation"; and by relying more on a notion of self than I have done previously. I end up with a more 
variegated notion of consciousness than in previous work, that includes the ideas of a complex 
interwoven patchwork of consciousness, and is applicable to a variety of species. The approach 
suggests we need to review the links between consciousness and ethics. 
  
  
  
  
Life, we know today, is not generated by a vital spirit. Indeed, it is a "category mistake" (Ryle, 1949) to 
think that life is the kind of thing that could be generated by anything, let alone by a vital spirit. Instead, 
today we take life to be simply a collection of capacities to act or interact that certain biological systems 
possess. 
  
The sensorimotor approach takes a similar stance with regard to consciousness. It is a category mistake 
to think that consciousness is the kind of thing that could be generated by anything, let alone by the 
brain. Instead, consciousness should be taken to be a collection of capacities to act or interact that 
certain systems possess1.  
  
As a consequence of taking this view the sensorimotor approach claims that before even thinking about 
how to "explain" consciousness, the first task must be to define (or make precise) how the notion of 
consciousness can be cashed out in terms of capacities to act or interact, and what different capacities 
are involved. The enterprise of explaining consciousness must start as a definitional enterprise. 
  
                                                
1 (Dennett, 1991), (Pettit, 2003) and (Humphrey, 2006) among others, have also made the comparison with life, 
and/or favoured a dispositional or skill-based account of consciousness. However these authors seem not to have 
realized how such an approach facilitates an account of qualia, and in particular how it provides an obvious 
explanation of differences in experienced perceptual qualities within and between sensory modalities. 



In a number of publications culminating in the most detailed account in (O’Regan, 2011), my 
collaborators and I had used this strategy to address the "explanatory gap" (Levine, 1983) or "hard 
problem" of consciousness (Chalmers, 1997). 
  
As suggested by (Chalmers, 1997; Hurley & Noë, 2003), the explanatory gap can be divided into two 
parts: The Relative Gap: explaining why conscious experiences differ the way they do; and The Absolute 
Gap: explaining why "there's something it's like" at all to have a conscious experience. 

  
  

The Relative Gap: Why conscious experiences differ the way they do 
  
To explain why conscious experiences differ the way they do, the sensorimotor approach temporarily 
leaves aside the question of what makes an experience conscious, and concentrates only on what we 
mean by the quality of an experience. Furthermore, in talking about experiences, the sensorimotor 
approach avoids the temptation to talk about brain states or representations, since such language brings 
the danger of falling again into the category mistake of thinking that these states or representations 
might somehow generate the experiences. Instead the sensorimotor approach starts by espousing the 
counterintuive stance that experiencing is not something that happens to us, but is an activity (or 
potential activity) that we are engaged in. 
  
The stance is counterintuitive because it requires us to construe seemingly passive experiences such as 
the redness of a light or the smell of an onion in terms of (potential) activities. But it turns out that once 
we fully adopt this view, then we have available the apparatus to solve the problem of why experienced 
qualities differ the way they do: We can then identify experienced qualities with the sensorimotor laws 
(that is, the laws that link possible actions to ensuing sensory changes) that describe what we do when 
we are having the experience. 
  
For example, the quality of softness of a sponge is constituted by -- it is nothing more or less than -- all 
the things that one can do with the sponge when one is checking for softness, and all the ways the 
sponge reacts when one handles it in this softness-checking way. Anything one can potentially say about 
the quality of softness of the sponge must ultimately boil down to something about how one potentially 
can interact with the sponge when one is checking whether it is soft. 
  
Taking this stance for the quality of other sensory experiences, like hearing, smelling, tasting, and seeing 
may at first seem strained. Nevertheless the mental acrobatics necessary to adopt this view are 
rewarded by the advantage they give for bridging the Relative Gap of explaining why conscious 
experiences differ the way they do. Furthermore, the approach opens up scientifically productive 
research paradigms. 
 
For example, the approach explains why different sensory modalities are associated with completely 
different experiences that cannot be easily compared, while within modalities experiences can be 
compared and contrasted (O’Regan, 2011; O’Regan, Myin, & Noë, 2004, 2005). This is something that 
would be impossible to explain if we thought experiences were generated by neural mechanisms: what 
could it possibly be about any particular architecture, connectivity, mode of synchrony or quantum 
phenomenon that generates the particular feel of seeing, as compared to the feel of hearing? And why 
are these feels incomparable, whereas within a sensory modality different feels can be compared? 
  
The idea that sensory modalities are constituted by sensorimotor laws also opens up the possibility of 
new scientific paradigms. One example is sensory substitution, a domain which is today being actively 
pursued ((Bach-y-Rita & Kercel, 2003; Deroy & Auvray, 2012). The Rubber Hand Illusion (Botvinick & 



Cohen, 1998) is another phenomenon that is an obvious prediction of the idea that what we mean by felt 
location on the skin can only be a consequence of possible ways of interacting at that skin location. 
  
The approach can also explain why certain experiences -- we call them sensory experiences -- seem 
more perceptually "present" to us than mental experiences on the one hand, or than bodily goings-on 
like digestion or maintenance of visceral functions on the other hand. For example, really seeing a patch 
of red gives an experience of sensory presence, while just thinking about, remembering or imagining red 
does not. Likewise, really seeing a patch of red has sensory presence, whereas the sensory control 
systems controlling say oxygen in the blood or liver functioning have none. The approach explains this 
"sensory presence" by appealing to the notions of "bodiliness", "grabbiness" and "insubordinateness", 
which are objective, physically measurable aspects of our interactions with the world (O’Regan, 2011; 
O’Regan et al., 2004, 2005).  
 
Another scientific implication of the sensorimotor approach is the phenomenon of Change Blindness 
(O’Regan, Rensink, & Clark, 1999; Rensink, O’Regan, & Clark, 1997; Simons & Rensink, 2005). Change 
blindness is produced by reducing the perceived "presence" of the visual field by interfering with the 
normal grabbiness of changes registered by visual transient detectors in the low-level visual system. It is 
predicted by the sensorimotor approach, with the idea that the experienced sensory presence of the 
whole visual field actually derives not from the whole detailed field of view being somehow passively 
represented in the brain, but from it being immediately available through action: the slightest flick of the 
eye or of attention (O’Regan, 1992, 2001). 
  
While certainly much more remains to be done to fully exploit the sensorimotor-based account of 
sensory qualities -- and in a section below I will suggest that an additional quality linked to "mental 
manipulation" should be added -- it is clear that the account provides not just a philosophical advantage, 
but a richer outlook for science than current alternative accounts of sensory qualia. As an illustration of 
the latter point, take how the sensorimotor account provides a scientific basis for experienced sensory 
qualities of colour. (Philipona & O’Regan, 2006; Vazquez-Corral, O’Regan, Vanrell, & Finlayson, 2012; 
Witzel, Cinotti, & O’Regan, 2015) have shown how the special nature of the experiences of red, yellow, 
green and blue can be explained by referring to sensorimotor laws. In contrast, no neurophysiological 
account has succeeded in providing such an explanation (Chichilnisky & Wandell, 1999; Knoblauch & 
Shevell, 2001; Kuehni, 2004). Note that similarities and differences in neurophysiological codes or 
mechanisms cannot be used as an explanation of colour spaces, since neural codes are just codes: a 
principled reason for the particular link between each code and each quale must be provided by a theory 
of qualia. Psychophysical approaches like Austen Clark's (Clark, 1993), or Palmer's (Palmer, 1999), are 
also not satisfactory, since they simply observe the existence of a subjective colour quality space, 
without providing any principled reason for the observed similarities and differences. Finally, an account 
in terms of some kind of sensory primitives is also less parsimonious, since it needs to postulate a 
different ineffable sensory primitive for every different colour hue. 
 
  

The Absolute Gap: Why there is "something it's like" to have a conscious 
experience 

  
The preceding section has recalled very briefly how the sensorimotor approach deals with the quality of 
experience by identifying experienced quality with sensorimotor laws (for more detail cf O'Regan 2011). 
As said above, it is this strategy that gives the sensorimotor approach its advantage over other theories 
of phenomenal consciousness, and provides a scientific way of accounting for phenomenology, or the 
premise for what might be called an "analytic phenomenology" (O’Regan, Myin & Noe 2004). This is the 



major innovation of the sensorimotor approach to consciousness, and it is this that I have emphasized in 
previous work. 
  
However the notion of sensorimotor law applies to any arbitrary system that is interacting with its 
environment, e.g. a missile guidance system, or a bulldozer. I need additionally to answer the question 
that I had temporarily left aside in discussing qualities, namely the "Absolute Gap" question: Why is there 
something it's like to have a conscious experience at all? 
  
It is hard to answer a question where the terms used are not clearly defined, and this is precisely such a 
question. In (O’Regan, 2010, 2011) I therefore tried to "operationalize" the question of "something it's 
like" by proposing that people will generally agree that real sensory perception like the sensation of a red 
patch of colour, have "something it's like", while just thinking about red, on the one hand, or having 
visceral body states like the amount of oxygen in the blood, on the other hand, has "nothing it's like". If 
this is accepted, then the term "something it's like" would refer to the same aspect of experience as the 
term "sensory presence".  Sensory presence is one of the qualities of sensory experiences not shared by 
mental and visceral experiences. As explained in the section on the Relative Gap above, the degree to 
which experiences have sensory presence is well accounted for by the objective properties of bodiliness, 
grabbiness and insubordinateness possessed by sensorimotor interactions with the real physical world. 
  
On the other hand, it could be argued that there is another aspect of experience that the phrase  
"something it's like" could characterise, namely whether the experience is "conscious". It is this second 
meaning of "something it's like" that I am interested in in the present paper: What makes an experience 
conscious? 
  
In fact the question "What makes an experience conscious?" is formulated dangerously. Hidden in this 
formulation is the implicit assumption that there really is some thing, like a spirit, fluid, or mechanism, 
that actually "makes" the experience conscious. However, following the sensorimotor approach, nothing 
"makes" an experience conscious. Instead, there are ways of acting, or of interacting with the world 
which people tend to designate as being conscious ways of acting or interacting. The task of the 
sensorimotor approach is to find out what is particular about those ways of acting or interacting that 
people designate as "conscious" ways. The task is a task of being precise about definitions: what 
capacities to act do we want to call cases of acting consciously? What kinds of modes of acting or 
interacting do they consist in, precisely? And we shall see that once we are precise about definitions, the 
task of "explaining" consciousness melts away. 
  
Thus a better formulation of the question "What makes an experience conscious?" would be: "What do 
we mean when we say that a person is experiencing something consciously?" and "What do we 
designate as conscious ways of behaving?" In (O'Regan 2011) I had already sketched a way of 
undertaking this definitional enterprise. In the following paragraphs I wish to explain in a different way the 
steps that I had taken there, and add some qualifications to my previous account. 
  
To determine what is prototypically meant when we say that an adult human is interacting with 
something in a conscious way, let us proceed by considering a succession of cases where we would be 
increasingly willing to apply the word "conscious". And let us take the concrete example of squishing a 
sponge and being conscious of its softness. 
 

The sponge testing automaton 
 
Consider first a sponge-testing automaton with a hand that squishes sponges and sorts them according 
to whether they are soft or hard. Say the automaton has squished the sponge and is about to sort it into 



the pile of soft sponges. Clearly we do not want to say it is conscious of the softness of the sponge. 
Why? First, the automaton is simply executing a pre-programmed stimulus-response reaction. To be 
conscious, one of the most obvious and basic requirements is that the machine should have the 
possibility of linking inputs to outputs in different, more flexible ways, and these different ways should be 
determined by something like goals that could be attributed to the system. Furthermore these goals 
themselves should depend on the current context and the past history of the system. 
  
Second, being "conscious" of something is not a matter of what one does immediately. On the contrary, 
there is the notion of "taking note" of something, without reacting now, but being ready to make use of 
that thing at a later time. The "making use" can be a physical action or a mental action. 
  
(Block, 1996) has a notion of "Access Consciousness" that captures these two points, although it is 
phrased in words that I do not want to adopt. Block says a mental state is conscious if a representation 
of its content is poised for use as premise in reasoning, for rational control of action, and possibly for 
rational control of speech. In this formulation Block is talking about "mental states" and using the terms 
"representation" and "content" which are all ways of thinking that the sensorimotor approach wishes to 
avoid, since we are attempting to qualify not (alleged) representational states, but conscious interaction 
or engagement with the environment. But there is an idea in his definition which we want to retain, and 
that is the idea of being "poised". In fact Block's definition captures the fact that when one is conscious of 
something, one may actually not be doing anything physical at all. On the contrary, one is ready or 
"poised" to do something, and furthermore, that "doing" can be, not physical doing, but "mental" doing. 
So we can partially adopt Block's language and say that part of what is generally meant when someone 
is conscious of something, is that the person is "poised" to use that thing in their rational control of 
action, or as a premise in their reasoning. 
  

The futuristic dishwashing robot 
 
Suppose therefore that instead of a sponge testing automaton, the system is a futuristic household 
dishwashing robot. It has hands and can grasp the sponge to wash the dishes. When it fishes the 
sponge out of the soapy water it has to make sure that it has not picked up the soap or the scouring pad 
by mistake. Let's say at this moment it is squishing the sponge to make sure it is soft. Can we now say 
that the robot is conscious of the softness? 
  
We are getting closer to the normal use of the word "conscious". The robot is "poised" to make use of the 
fact that its sponge squishing activity obeys the laws of softness in its future behaviour: Because the 
sponge is soft, it is going to identify that it has the sponge and not the scouring pad, and use it to clean 
the plate and not to scour the pan. The robot has a variety of action-plans among which it is choosing, so 
it is not just a pure stimulus-response system: It can do different things, like squirt dishwashing liquid into 
the water, sort through different things it needs to wash, etc. At this moment one might reasonably 
attribute to the robot the "goal" of cleaning the plate with the sponge (rather than scouring the pan with 
the pad). Would we now be willing to say that the system is conscious of the softness of the sponge? 
Again, we would not. 
  
Perhaps part of the problem is that albeit sophisticated, the system has still been programmed to do all 
these things. Although it is "poised" to make use of the softness of the sponge, for us to admit it was 
conscious of the softness, the system would have to somehow escape from any pre-programmed 
behaviour, be it ever so complex. Our intuition about what we mean when we use the phrase “conscious 
of something” is, I think, that the machine would have to have meta-knowledge about what it is doing, so 
that we could say of it that it was "knowingly" doing what it was doing, and was not simply selecting 
among and executing pre-programmed plans of action. 



  
What does this mean? Presumably to "knowingly" do something the system would have to know that it 
has a number of possible things it might do, and that this particular thing is what it has chosen to do now. 
My intuition is that there must be something like a “selection” or “choice”, allowing for certain things not 
to be chosen. Furthermore the system should also know that "it" exists as a system, so that we could say 
of it that it has a cognitive, "knowing", "observing" self, and that this self is not only making the choices, 
but also observing that it is making these choices. It is self-aware. (I will use the word "self" here even 
though there exist more basic, non-cognitive, non-narrative notions of self like the "minimal self" 
(Gallagher, 2006; Zahavi, 2014) which are not relevant to the prototypical sense of "being conscious of 
something" applied to adult humans that I am trying to characterise here. 
 

The self-aware self 
 
Note that a requirement for a notion of a self-aware self in the definition of being conscious of something 
is not generally emphasized in current theories of consciousness, be they philosophical, psychological or 
neuroscientific (with some exceptions e.g.(Baars, Ramsøy, & Laureys, 2003; James, 1890)). Most 
current theories, while not denying the the existence of the self as a cognitive and social construct, 
consider it to be largely orthogonal to the question of consciousness. The reason is perhaps that most 
current theories take consciousness to be a special phenomenon that is somehow generated by brains. 
From that point of view it is natural to look for the special brain properties or functioning (coherence, 
synchrony, recurrent networks, availability of information..) that give rise to consciousness, and these 
would not have any necessary link to the notion of self. However, once we take consciousness no longer 
to be generated by the brain, but a capacity that humans with selves possess, then understanding the 
involvement of the self becomes essential. 
  
But what is a "self"? Are we in danger of being accused of circularity by introducing a self that is self-
aware, or of creating a concept that is not amenable to science in our definition of what it is to be 
conscious of something? Not, I believe, if we can specify in behavioural terms what is meant by having a 
self-aware self. 
 
Many thinkers have addressed the question of a cognitive, knowing, observing self, both from a 
philosophical, (social-)psychological and neuroscientific perspective (Baars et al., 2003; Carruthers, 
2000; Dennett, 1992, 2003; Graziano & Webb, 2015; Hacking, 1986; James, 1890; Metzinger, 2004; 
Prinz, 2012; Rochat, 2003, 2015; Vierkant, 2003). While the approaches differ in important ways, many 
concur in suggesting an account of the self as a "story" or "model" that is progressively constructed by 
accumulating information from ongoing activities, knowledge, attitudes, beliefs, desires and motivations. 
Not everything that happens to the system gets integrated into the self. Part of what we mean by being 
conscious of something is that that particular thing among possible other things is integrated into the 
record that is being constructed, and can thus be made use of at a later time by the system. 
 
In addition to theoretical efforts to characterise the self, there is also a rich empirical literature in 
psychology which studies the Theory of Mind capacities that underlie the self. Tests have been devised 
like the mirror task, and false belief tasks like the Sally-Anne task (Baron-Cohen, Leslie, & Frith, 1985; 
Leslie & Frith, 1988) to discern to what extent an animal or human has a self, and psychologists have 
studied how these notions develop through childhood (Rochat, 2003). Social psychologists have studied 
how the self is constructed through interaction of a person in their social and cultural setting (cf. review 
by (Prinz, 2012)). Common to all the approaches is the idea that the self is not a single thing “generated” 
by the brain, but a collection of capacities that allow modes of interaction with the world that we globally 
designate as being part of having a self. We need postulate no special “phase-transition-like” 
phenomenon in the brain that somehow engenders the self out of complexity, recurrence or self-



reference: Instead, each of the various cognitive and social capacities underlying behaviours 
corresponding to what we designate as having a self can be enabled by a variety of brain mechanisms 
working together (Baars, 1996; Baars et al., 2003).  While a detailed mechanistic account has not been 
given, there is little doubt that science has the apparatus needed to account for each capacity. In sum, 
there is no circularity involved in postulating that the self is required as part of an account of 
consciousness. And there is no need to appeal to arcane as-yet-not-understood mechanisms to account 
for the fact that we use a self-referring notion of self to describe our individual and social behaviours. 
  
What might seem puzzling about an account of the self as a continuously updated "story" is the question 
of how such a story could have causal effects on itself, and how it could influence the very physical 
system which it is instantiated in, that is, the human brain or body. But in fact many computational 
architectures in artificial intelligence do both of these things routinely (e.g. “virtual machines”, cf.  
(Sloman, 2001, 2010)): Programs running on a computer can change their own code, and of course a 
program can affect the hardware that it is running on -- the simplest example is by turning off the 
computer. 
 
Another puzzlement about the self is our intimate feeling that the self feels real, and not like a “story”. 
However many cognitive and social "stories" are very real to humans: mental phenomena like love, 
embarrassment, or patriotism, perhaps even the hurt of pain are felt to be very real even though they are 
clearly social constructs. It could be part of the story of our selves for us to believe that our story is real 
(O’Regan, 2011; Vierkant, 2003). 
  
In conclusion on the self: appealing to the self in an account of what it means to say that an agent is 
conscious of something does not constitute an appeal to magical mechanisms, and it does not introduce 
circularity into the theory of consciousness. If information processing systems can be constructed that 
refer to their own actions and are able to affect their own hardware, then it makes sense that in the 
"social" context of other systems like themselves, they should be able to use their notion of self in 
communicating with other systems, and ultimately communicate even with themselves and be self-
aware. 
  

The human dishwasher 
 
So let us now envisage a more sophisticated dishwashing system, that has a self. Let us actually take a 
human being, who has just grasped the sponge in the soapy water and squishes it to make sure it is not 
the scouring pad. All this with the purpose of cleaning the dirty dish. Is the human now conscious of the 
softness? 
  
Not necessarily. The human could be unconsciously squishing the sponge, while he or she is conscious 
of something else, like say the temperature of the water, or a discussion with a friend. A person can be 
involved in doing many things simultaneously -- e.g. keeping their balance, holding the dish to be wiped 
in the other hand, listening to the radio. Each of those things may in one way or another simultaneously 
be poised to determine present or future (rational, physical or mental) behaviour. 
  
What we generally mean by saying a person is conscious of something is that that thing is being 
incorporated into the self-story that the person is elaborating at that particular moment. In that way the 
person would say that the thing is playing a role in what they as a person are doing, in the sense that 
their self is poised to be able to make use of the thing in the planning, decisions, rational and possibly 
language behaviour that this person is undertaking at that moment. 
  



Note also that the thing we are conscious of is perceived within the more global context of our current 
activity, which we are partially aware of. Furthermore we are simultaneously marginally aware of our own 
awareness of the thing and its context. Thus one should not just conceive of being conscious of a thing 
in terms of a single object of awareness, but rather as a whole vista in which the thing we are attending 
to is in the foreground, and additional intricate contextual, meta-knowledge and self-referring aspects 
form a patchwork of inter-relations in the background or "fringe" (Bailey, 1999; James, 1890; Mangan, 
2009). 
  
  

Bridging the Relative and Absolute Gaps 
  
Let us now summarize all the requirements we have assembled that suffice to say of a human that the 
person has a conscious experience with a particular quality (or one might say: that the human is 
conscious of the quality of an object), and then show how the account explains the two problems of the 
Relative Gap: why experienced qualities differ the way they do; and Absolute Gap: why there "is 
something it's like" to experience the quality. Note that we are looking at the prototypical case of the use 
of the phrase “Conscious of something”, as generally used in everyday parlance for adult humans. My 
proposal is to adopt this prototypical use of the notion, as a “target” definition. Later I will discuss how 
some of the conditions I am putting forward here must be relaxed. 
  
Let us take the "signature" case of an adult human consciously experiencing the softness of the sponge.  
  
We are first presupposing some necessary background conditions: 
- the human is a body (including a brain) immersed in the physical world 
- the human (considered simply as a physical system), has sensors and effectors that give information 
about its current interaction with the world and its own internal bodily states 
- the interaction of the human with the world (including its internal body states) can be described by 
many simultaneously applicable sensorimotor laws. As examples: some of the laws are constitutive of 
the softness of the sponge (the softness laws), or of the weight of the dish held in one hand; others are 
constitutive of oxygen level in the blood, vestibular interactions ensuring balance, limb movements... 
  
The following conditions guarantee that the human is making some kind of selection in what it is applying 
itself to, and also in what it is doing or going to do as a consequence. The idea of selection is related to 
the idea of deliberation, and guarantees that the human is not just a stimulus-response automaton 
executing pre-programmed behaviours: 
- softness of the sponge is just one of many qualities that is playing a role in the human's activities. 
- there are many possible roles that softness can be put to in the human's future (mental or physical) 
behaviour. One possible role is to determine whether the item being grasped is a sponge or a scouring 
pad. 
- the setting or context (specifically: dishwashing) in which the human is doing what it is doing is one of 
many possible contexts. 
  
The requirement for a self: 
- the human has sufficient cognitive capacities to have a self, which is a record being continually updated 
that contains knowledge about the events that affect the human, and includes dispositions like beliefs, 
desires and motivations. Part of the knowledge possessed by the human is also the fact that it exists as 
a human, and that it has a record of its own properties. As a consequence, in this prototypical case, we 
can call the human, and the human calls itself: a person. 
  



Then the person (and an outside observer) will say they are conscious of the experience of softness (i.e. 
the person will ascribe the experience to himself/herself) if: 
- the person has selected to verify the applicability of one particular set of sensorimotor laws among 
many possible, namely the softness-of-the-sponge laws, and the person is poised to make use of the 
fact that they are relevant to the person's present or future decisions and physical or mental behaviour. 
  
And now with respect to the two explanatory gap questions we can ask: 
  
Relative Gap: Why is the softness experience the way it is? The answer is that the human is interacting 
in a certain way with the sponge, and the laws that determine that interaction constitute what we mean 
by the quality of the experience. Everything that can be said about the feeling of softness is contained in 
the things that the human is or might be doing with respect to the soft sponge. In particular the laws 
describing softness are different from the laws of hardness. They are also very different from the laws 
that characterise auditory or visual sensations, for example. Finally the laws have the properties of 
bodiliness, grabbiness and insubordinateness which guarantee that the experience of softness has 
sensory presence. This is in contrast to the laws that underlie mental processes, which have no 
bodiliness, grabbiness and insubordinateness and so no sensory presence. And it is in contrast to the 
laws that determine oxygen level and vestibular interactions ensuring balance, which lack some or all of 
the properties of bodiliness, grabbiness and insubordinateness, and are therefore not experienced as 
having sensory presence. 
  
Absolute Gap: Why is the softness experience conscious -- or better: why is the person conscious of the 
softness? One could say that unconsciously the human as a global physical system is experiencing all 
sorts of things, for example the weight of the dish held in one hand, the oxygen level in the blood, 
vestibular interactions ensuring balance, or limb movements. Why, among all these things, is the person 
experiencing the softness consciously? The answer is that what we mean by being conscious of 
something, is that the self of the person is poised in a particular way with regard to the softness. Since 
this is the case here -- with the person not simply being a stimulus-response system, and actively 
making use of the softness to choose the sponge and wipe the plate, and with the self incorporating this 
use of the softness into the record that constitutes the self -- our definition is satisfied and the person is 
conscious of the softness. 
  

Being conscious of things that are not sensory qualities: mental manipulation 
 
Above I have attempted to characterise what people prototypically mean when they say that they are 
conscious of the quality of a sensory experience. I have given the example of the quality of the softness 
of a sponge, but I intend the account to apply to any sensory quality, for example the particular red hue 
of the light or the smell of truffles in the omelette. As said in the section on the Relative Gap, it may 
require some mental acrobatics to accept that seemingly passive sensations like a hue of red or the 
smell of truffles can be treated in the same active way as the softness of a sponge, but this is the wager 
of sensorimotor theory. 
  
In addition to being conscious of experiences, one can additionally be conscious of other types of things. 
Indeed being conscious of an experience itself is probably a minor part of what it is usually to be 
conscious of something. When I say I'm conscious of the softness of the sponge, usually I do not actually 
mean that I am savouring the feeling of the sponge's softness: rather I am mainly conscious of the fact 
that the sponge is soft rather than hard. The sensorimotor law, the procedure of pressing and testing that 
the sponge squishes softly, is not normally the main object of my consciousness. Similarly when I'm 
driving and stop at the red light, it is generally not the experiencing of that hue itself that I am conscious 
of. It is the fact that the light is red (rather than orange or green), and that this implies I must stop the car. 



  
When it comes to experiences then, when we say we are "having a conscious experience of softness", 
the phrase is ambiguous. It might mean that I am consciously attending to my softly-squishing of the 
sponge; or it might mean that I am conscious of the fact that the sponge is soft, or to some mixture of the 
two. 
  
Furthermore, the quality of the accompanying experiences will be consequently different in each case. 
When I am consciously attending to my softly-squishing activity, the experience will be constituted by the 
sensorimotor laws of softly-squishing. But when I am consciously attending to the fact that the sponge is 
soft, while there is the sensorimotor interaction of softly-squishing going on in the background, the main 
component of my experience presumably involves a mental kind of manipulation. I am mentally implicitly 
probing the question of whether the sponge is hard or soft, and coming to the conclusion that the sponge 
is soft. 
  
This mental manipulation could probably be said to have a quality itself. Just as the quality of a sensory 
experience is constituted by the sensorimotor laws involved, we could conceive of the quality of mental 
manipulation to be constituted by the "laws" of mental manipulation. It is not entirely clear how to make 
the analogy with sensorimotor laws, since for mental manipulation there seems to be no obvious 
correlate of the notions of actions and sensory consequences that we have for sensorimotor laws. 
Perhaps one could invoke mental "actions" as consisting of querying one's own knowledge and memory, 
and the "consequences" being the information that one retrieves from such queries. From this there 
might be a way of understanding what could be considered qualities of mental activity such as: 
"certitude", "doubt", "puzzlement", "surprise", "complexity", "humour", "boredom", "simplicity", "clarity", 
"elegance", "analogy", "metaphor", etc. 

  
Furthermore it should be noted that mental "manipulations" very often give rise to bodily effects.  
Presumably emotions are a prototypical case where mental evaluation of one's situation, conditions, 
motivations, beliefs, desires, can give rise to "states" (actually modes of potential interaction) such as 
"happiness", "sadness", "fear", where both our bodily propensities to act are modified, and our visceral 
functioning may change. Thus there may be bodily and visceral products of mental states which through 
their sensorimotor effects spill over into our sensory experience. 
  
In conclusion, the quality of a conscious experience may be constituted partly by the ongoing 
sensorimotor laws, and partly by the quality of mental manipulation that is involved. In most cases there 
will be a mixture of the two. When we are conscious of an experience itself, without a significant mental 
classificatory component, then the quality is entirely constituted by the sensorimotor laws. This may be 
the exception rather than the rule (and possibly accessible only to expert meditators!). When we are 
conscious of a purely mental thing, like a thought, an idea, a fact, then what we experience is mainly the 
quality of the accompanying mental manipulation. This mental activity may in turn produce changes in 
propensity to act and in visceral functioning that modify sensorimotor laws and so sensory experience. 
  
Usually we are conscious of things for which there is both a sensory and a mental component, and the 
associated experience is partly sensory and partly mental. Furthermore part of the mental component of 
the experience will derive from the self-referential knowledge that it is we ourselves who are currently 
conscious, and that we are engaging in a particular task in a particular situation.  Consciousness of 
something should thus be conceived as involving a complex patchwork or vista of inter-related 
foreground and background aspects of that thing, including self-referential knowledge about our selves 
being conscious of it. 
  
Note that the complexity or self-referent aspects must not be taken in any sense to be "generating" 
consciousness. It is simply what we usually mean by being conscious, and it can involve different 



components and degrees of complexity. Deciding which of such variants we want to properly ascribe the 
term "conscious" to is a matter of definition, and not a matter of fact. 
  
And we should probably resist the temptation to think that at some level of complexity or self-reference 
or recurrence, some special phenomenon comes into play that suddenly gives rise to the possibility of 
consciousness. The self, whose gradual appearance during development is certainly facilitated by the 
onset of language and a rich social context, is a progressively maturing and complex collection of 
capacities, and there seems to be no reason to think that there is some "critical point" where it somehow 
coalesces into full existence like a phase transition in physics. Even if it is true that there may be 
plateaux of selfhood as measured by developmental psychologists, ascribing consciousness to one or 
other level of the plateau is a matter of definition and not a matter of fact. 
  

Consciousness without a body 
 
The notion of "being conscious of an experience" or "conscious of something" that I have dissected 
above plausibly corresponds to one prototypical use of the word "conscious" for adult humans. 
  
But the way the characterisation is formulated, it assumes that the person who is conscious has a body 
in addition to their brain. What then shall we say of people who no longer have access to their bodies, 
like locked-in patients, or people born with inoperative bodies? Further, what is the role of the body's 
internal functioning and metabolism in this characterisation? Do we need to attribute some special role to 
the fact that human bodies are equipped with all sorts of homeostatic, autopoetic or even thermodynamic 
mechanisms that ensure survival (Bickhard, 2009; Deacon, 2011; Maturana, 2014)? And what about 
possible future artificial agents with no physical, acting bodies, yet capable of symbolic thought? 
  
The need for a body in the prototypical definition of consciousness I gave above derived from the 
intuition that what we mean by sensory experience necessarily requires bodily interaction with the world. 
This was the "trick" which allowed us to provide an objective account of the quality of sensory experience 
in terms of the sensorimotor laws that constitute them. But while the body was necessary to account for 
sensory qualities, as suggested above, mental qualities might analogously be accounted for in terms of 
laws of "mental manipulation". 
  
From these points we can therefore argue that the conscious experiences of agents deprived of bodies 
should differ from what normal adult humans experience, since such agents would not be simultaneously 
interacting with the world and experiencing the accompanying sensorimotor laws. They would only be 
experiencing the quality of the mental manipulation. Furthermore, in normal humans, mental states often 
give rise to bodily and visceral changes, which then participate in changing the sensory experience. A 
person without a body would not experience these accompanying sensorimotor effects of mental 
manipulations2. 
  
There is presumably also a distinction to be made between different cases where an agent lacks a body. 
One is the case of a person who has previously had a body and is now deprived access to it, perhaps 
because they are recently paralyzed, or because they are being prevented from moving. A second case 
is the case of a person who has never had a body -- say born without a body or tetraplegic -- or a future 
disincarnated artificial intelligence. 
  
When stimulated by some sensory input, the brain of a person who has previously had a body will be 
able to classify that input as belonging to this or that sensorimotor law that the person has previously 
                                                
2 However a brain in a vat with a simulated body, would, if the simulation was properly done, have the sensorimotor 
experience. 



experienced. Part of the experience of such a person will therefore not be so different from a person who 
actually still has a physical body. On the other hand, as said above, mental functioning often gives rise to 
bodily and visceral changes, which in turn produce a sensory experience. People without bodies would 
not experience such accompanying sensory effects. 
  
The case of an agent who had never had a body would be quite different, I suggest, because their brains 
would never have learnt the sensorimotor laws associated with exteroceptive bodily interactions, and 
there could be no visceral repercussions of their mental states. An example might be the case of a 
hypothetical artificial cognitive agent interacting with other agents on the internet. It is conceivable that 
such an agent might have symbolic interactions with the "world" of communication that it inhabits, and 
could possess its own identity, its own internal processes and states. The capacities of the agent might 
be so rich, and its cognitive capacities so great that it would make sense to say that it had a self. In that 
case, the notion of being conscious of something that I have elaborated above would also apply, except 
that what we called sensorimotor interactions for humans, should be replaced by the input-output 
relationships that describe the interactions of the agent with the symbolic world "outside" of it. The 
agent's "experience" would then correspond to the laws that describe these input-output relationships. 
  

Consciousness without a self 
 
Another requisite for being "conscious of something" in the characterisation I have proposed is the need 
to have a self. But then what of babies whose (narrative) selves are presumably not well developed till 
they are 3-4 years old (Rochat, 2003)? And what of animals like dogs and cats which have very limited 
notions of self as compared to humans? Shall we say they are not conscious at all, or shall we say they 
are "partially" conscious? There are also neuropsychological patients whose memory (either long- or 
short-term) is so limited that they can hardly construct a "self", understood as constituting a record of 
prior and accumulating knowledge about the self. Or people in a vegetative state whose mental activity 
may be even further reduced. Are they conscious? 
  
If we want to remain consistent in our definition of "being conscious of something", understood in the 
way the phrase is normally applied to adult humans, then we have to allow that agents with restricted 
selves must have correspondingly restricted abilities to be conscious of things. If being conscious of 
something is understood as a self "contemplating" a patchwork of foreground and background items, 
among these items being the realization that its own self is part of the patchwork, then we can envisage 
that agents with less well established selves have a correspondingly less intricate or complexly 
structured vista. But because of the possible interrelations of reference and self-reference within this 
patchwork, degrees and variants of consciousness probably should not be considered on a linear scale 
from "not conscious" to "completely conscious", but rather as being able to manifest themselves in a 
more or less richly variegated way. 
  
Then what of the question of whether agents with restricted selves can have conscious experiences? 
  
Under the usage I am recommending of the notion of "being conscious of something", agents with 
restricted selves will only be able to have experiences precisely to the limited degree that they are 
capable of being conscious of something. 
  
While this way of thinking has the advantage of providing a consistent use of the word "conscious", it has 
the disadvantage that it suggests that we should consider that very young babies, adults who have very 
severe mental pathologies, and most animals, do not have conscious experiences in the normal sense of 
the phrase as applied to adult humans. Given that in our society consciousness is often taken as a 
criterion for being treated with special respect, this labelling incurs ethical dangers. 



  
On humanist grounds we may thus be relieved that authors such as (Gallagher, 2006; Zahavi, 2014) 
propose that even organisms like babies and animals can have "minimal selves", in which case perhaps 
we can still apply the notion of consciousness to them. My conviction is that this fuels confusion, 
because the normal sense of the phrase "conscious of something" requires a "self" that is sufficiently 
cognitively developed to be able to reason, cause actions, create memories, store knowledge. Without 
such kinds of mentality, the notion of consciousness is a completely different breed from that used when 
we say we are "conscious of something" in everyday parlance. 
  
Instead of corrupting the notion of consciousness, and thereby promoting continuance of confused, 
reified notions of consciousness that precipitate scientists into a quest for spooky mechanisms that 
"generate" consciousness, I suggest we modify our ethical reasoning, and remove the issue of 
consciousness from the criteria that underlies ethical judgments. 
  

Comparison with O'Regan (2011) 
 
In O'Regan (2011) I had made a similar attempt to characterise the everyday use of the phrase "being 
conscious of something" by imagining a chess playing automaton, and building into it progressively more 
capacities. I had introduced the notion of what I called "cognitive access". Cognitive access was 
understood to incorporate the ideas I have sketched here concerning the necessity for the system to be 
"selecting" both among possible inputs to consider, and among possible (potential) actions to perform.  I 
had then employed the notion of cognitive access in a hierarchical way, as in: "the system has cognitive 
access to the fact that it has cognitive access to something" as a way of capturing what people mean 
when they say that the system is conscious of that thing. I had then further added the condition that the 
system concerned required a notion of "self" in order for it to make sense to say that the system was 
conscious of something. 
  
The hierarchical use of cognitive access seemed intuitively appealing in that it provided a way of 
incorporating the notion of meta-knowledge that seems to be present when one is conscious of 
something. It resembled the notion of higher order thought well-known in the philosophy of 
consciousness (Carruthers, 2011; Rosenthal, 2004), except that there the hierarchy refers to mental 
states and contents, which are notions that cannot be used in the sensorimotor theory. 
  
It now seems to me that the need for there to be meta-knowledge and self-knowledge involved in the 
characterisation of being conscious of something might actually already be satisfied by postulating the 
presence of an (observing) self. In that case postulating a hierarchy of cognitive access would be 
superfluous. Further work should investigate the comparative advantages of the different formulations, 
but it would seem that the new one I am suggesting here is more economical. 
  
The new formulation has the further advantage that it more easily accommodates William James's well 
known idea of "fringe" of consciousness (Bailey, 1999; James, 1890; Mangan, 2009), which is that a 
person is not generally conscious of a single thing. Rather they have what could even more accurately 
be called a vista of consciousness, where one or a few things are in the foreground, and a variety of 
other things are present more in the background, but in a patchwork of complex inter-relations, including 
self-referring aspects. 
  
A third new idea that I have presented here as compared to O'Regan (2011) is the idea that mental 
manipulation might be considered to have a quality. Furthermore I have suggested that such mental 
manipulation very often impacts on a person's bodily actions and states, indirectly creating properly 



sensory experiences through the accompanying sensorimotor laws. Such an approach might be further 
developed in an account of emotions, which I have hardly mentioned here. 
  

The accessibility to science comes from framing consciousness as exercise of skills 
 
The account of what it is to consciously experience something that I have given could certainly be 
developed much further. However the important point to note is that the account completely bridges both 
the relative and the absolute explanatory gap questions, and is completely accessible to science. 
  
The reason for this success lies in the fact that we have been precise about what we mean when we talk 
about the quality of experience, and by what we mean when we say of a person that they are conscious 
of something. We describe these things in terms of (potential) actions or interactions, so that we can 
easily conceive of computational and physical mechanisms that enable these behaviours. There is no 
special fluid or essence that we need to postulate, no quantum gravity effects or widespread synchrony 
of brain oscillations or reverberations, no global brain communication, no highly integrated information. 
Such mechanisms may actually exist in the brain, and they may contribute to enabling the capacities that 
we designate as corresponding to having a conscious experience. But if they do, then it is not the 
special, complex, arcane, or yet-to-be-understood properties of these mechanisms which somehow 
"generate" consciousness, or make it emerge from complexity. It is simply because the mechanisms 
contribute to enabling those particular potential behaviours that we designate as corresponding to 
conscious experiences. 
  
As one illustration of the last point, consider the Global Workspace Theory of Baars and its more modern 
neuroscientific development by Naccache et al. (Dehaene & Naccache, 2001). Or take Tononi's  
information integration theory of consciousness (Tononi, 2004). These approaches propose the idea that 
consciousness ensues when information in the brain is "widely available" or "integrated". From the point 
of view of the sensorimotor approach, while possibly not false, making such a claim is misleading. It is 
misleading because consciousness does not "ensue". It is not generated. It is not a product or 
emanation of the brain. Consciousness is a word that applies to people who have certain capacities with 
respect to certain things they are attending to. These capacities, in order to be present, probably require 
information to be widely available or integrated in the brain. But it is not this wide availability or 
integration that "generates" consciousness. Now it may be that the proponents of these theories would 
actually agree with my statements. But then, where lies the interest in these theories, if they are merely 
saying that consciousness involves the simultaneous participation or integration of information from 
many brain systems? My suspicion is that the fascination for such theories comes from an unavowed slip 
into the fateful category error: There is the idea that some kind of new phenomenon, analogous to a 
phase transition in physics, takes place when wide-scale brain activity  or information integration 
"ignites", passes some threshold, and "generates" consciousness. 
  
Furthermore, such theories, while they may be pinning down the neural mechanisms that underlie what 
allows people to be conscious of something, have nothing to offer in an explanation of why conscious 
experiences have the particular sensory qualities that they do (e.g. why the sponge feels soft rather than 
hard, or why red has a visual rather than tactile quality, and why thought and visceral processes have no 
properly sensory qualities). On the other hand, the sensorimotor account provides an obvious 
explanation for such differences in terms of sensorimotor laws. 
  
One final point concerns ethical issues. If we accept the sensorimotor approach's suggestion that 
consciousness should, like life, be conceived of as the exercise of skills, including mental skills, and not 
as an emanation of brains, and if we accept that the relevant skills are variegated and inter-related in 
complex, sometimes self-referring ways, then the issue of what we call properly conscious becomes the 



issue of selecting somewhat arbitrary criteria in what may not even be a linear continuum between 
conscious and "non-conscious". We no longer have a factual basis for saying that this or that creature is 
conscious. Many ethical theories are based on the notion of sentience, if not consciousness, and these 
will be impacted by this realization. It will no longer be so helpful to base ethical decisions about pain, 
anesthetics, locked-in patients, capital punishment, animals we sacrifice, on whether these people or 
creatures are conscious, since consciousness is not a single thing, but a patchwork of variegated 
capacities, within which it would be difficult to define one or other as being primordial.  
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