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Abstract—Humans are extremely swift learners. We are able
to grasp highly abstract notions, whether they come from
art perception or pure mathematics. Current machine learning
techniques demonstrate astonishing results in extracting patterns
in information. Yet the abstract notions we possess are more
than just statistical patterns in the incoming information. Sen-
sorimotor theory suggests that they represent functions, laws,
describing how the information can be transformed, or, in other
words, they represent the statistics of sensorimotor changes
rather than sensory inputs themselves. The aim of our work
is to suggest a way for machine learning and sensorimotor
theory to benefit from each other so as to pave the way toward
new horizons in learning. We show in this study that a highly
abstract notion, that of space, can be seen as a collection of
laws of transformations of sensory information and that these
laws could in theory be learned by a naive agent. As an
illustration we do a one-dimensional simulation in which an
agent extracts spatial knowledge in the form of internalized
(“sensible”) rigid displacements. The agent uses them to encode
its own displacements in a way which is isometrically related
to external space. Though the algorithm allowing acquisition of
rigid displacements is designed ad hoc, we believe it can stimulate
the development of unsupervised learning techniques leading to
similar results.

I. INTRODUCTION

Humans are highly capable of extracting regularities in the
information they receive, be it simple sensory experience, like
images or sounds, or highly abstract notions like structure of
texts or mathematical concepts. The fact that this ability is
not restricted to any particular type of information suggests
that it is assured by a mechanism ubiquitously present in
the brain at all levels of information processing. Identifying
this mechanism is a Holy Graal of artificial intelligence and
computational neuroscience.

During the last decade significant progress has been made
in this direction in the processing of sensory information.
Autoencoding neural networks have been shown to extract
basic statistical regularities in their inputs, and when applied
for example to natural images, such networks can develop
receptive fields similar to those present in the human visual
system [1], [2], [3]. Cascades of autoencoders, called deep
belief networks, have been shown to identify previously un-
specified patterns [4], such as the presence of kittens of any
kind in their input [5], and to reflect highly abstract notions,

such as giving an account of the numerosity of distributed
objects in the input [6].

Yet in spite of the evident step forward offered by deep
belief networks, their limitations are becoming more apparent.
These networks are mainly used to learn features, that is,
invariant patterns in their inputs. They are not generally used
to learn the laws of how these patterns transform by motor
commands. For example, making a neural network capable
of predicting the shift of an image corresponding to the
robot’s actual motion is known to be challenging. The same
task becomes trivial when approached by making use of
sensorimotor transformations [7]. Such an ability to predict
the consequences of one’s own actions, known as a forward
model, plays a central role in human perception [8]. More
generally, humans are also able to extract abstract notions
characterized not only by grouping of less abstract notions, but
also by identifying similar functions, affordances, and laws of
transformation present in grouped notions.

The sensorimotor approach to perception [9] emphasizes
the central role of information transformations in perception,
as well as in higher cognitive notions as ‘self’ and ‘con-
sciousness’ [10]. For example, the perception of the body, as
seen from the sensorimotor standpoint, constitutes a collection
of knowledge of how different sensory stimulations can be
evoked or altered by one’s own actions. Thus, the feeling of
a touch on my arm is constituted by all the changes that I
know will occur when I move my arm (if I move it away,
sensation will cease; if I move it closer to the touch, sensation
will increase...), or when I look towards the touched location
(I will see something touching my arm), etc. This approach
though providing an interesting conceptual basis to the study
of artificial perception, does not give any concrete suggestions
bringing nearer implementation of perceptual systems in arti-
ficial agents.

It is necessary to bring the sensorimotor approach closer
to the point where it could be combined with existing ma-
chine learning solutions, such as those offered by deep belief
networks. As a step in this direction one may look into
how a naive artificial agent could learn a familiar perceptual
notion, which would be essentially sensorimotor, and hence
inaccessible for standard pattern-extracting techniques. We
decided on the notion of space as particularly suited for this



purpose.

A. Space

The notion of space is inherently amodal: it is present
in all our perceptual modalities. We usually attribute our
visual, auditory, tactile and even olfactory [11] experience to
certain domains of space. Similarly we think of our body as a
collection of objects occupying certain spatial volumes, which
we can fairly well localize due to kinesthesia. We see from
this that the notion of space is not derived from the sensory
information per se. None of our sensory modalities directly
measures “spatiality”. Instead, space represents a framework
within which we interpret incoming sensory inputs. These
aspects of space were emphasized by Poincaré and Nicod
who suggested that our perception of space is not attributed
to particular sensory inputs, but rather to regularities present
in those inputs. In particular Poincaré stated that if our world
was not mainly made of rigid objects we would never be able
to develop spatial perception.

The problem of the acquisition of spatial or geometri-
cal notions has been addressed in a number of studies in
robotics [12], [13], [14], computational neuroscience [15] as
well as in developmental studies [16], [17], [18], [19], [20],
[21], [22]. The specificity of the current study is however
that it does not aim at understanding the mechanisms of
space acquisition. Instead we aim at approaching the general
principles that lead to the emergence of highly abstract notions,
which are not simply based on pure statistics on the sensory
inputs, but reflect the regularities in the way these inputs
change. We take space just as an example of such an abstract
notion.

We will consider a naive agent that has very limited prior
knowledge about itself and about the environment in which it
is immersed. It does not know that space is a manifold, even
less that it is Euclidean. In this respect the current study is
different from similar works [23], [24], [25] which made use
of the implicit assumption that space has the structure of a
vector space.

II. CONCEPTUAL SCHEME

Consider the sensory universe or “Merkwelt” (cf von
Uexküll [26]) of the one-dimensional agent in Fig 1. Assume
(though this is not known to the agent) that its body is
composed of a single photoreceptive sensor s that can move
laterally inside its body using a “muscle” (Fig 1A). Assume
a one-dimensional environment as in Fig 1B, and assume
first that it is static. If the agent were to perform scanning
actions with the muscle and were to plot photoreceptor output
against the photoreceptor’s actual physical position x, it would
obtain a plot such as Fig 1D. But it cannot do this because
it has no notion, let alone any measure, of physical position,
and only has knowledge of proprioception p. The agent can
only plot photoreceptor output against proprioception, and so
obtains a distorted plot as in Fig. 1F. This “sensorimotor
contingency”[27], [9] is all that the agent knows about. It does
not know anything about the structure of its body and sensor,

let alone that there is such a thing as space in which it is
immersed. Indeed the agent does not need such notions to
understand its world, since its world is completely accounted
for by its knowledge of the sensorimotor contingency it has
established by scanning.

But now suppose that the environment can move relative
to the agent, for example taking Fig 1B to Fig 1B’. The
previously plotted sensorimotor contingency will no longer
apply, and a different plot will be obtained (e.g. Fig 1F’). The
agent goes from being able to completely predict the effects
of its scanning actions on its sensory input, to no longer being
able to do so.

However, there is a notable fact which applies. Although
the agent does not know this, physicists looking from outside
the agent would note that if the displacement relative to the
environment is not too large, there will be some overlap
between the physical locations scanned before and after the
displacement. In this overlapping region, the sensor occupies
the same positions relative to the environment as it occupied
before the displacement occurred. Since sensory input depends
only on the position of the photoreceptor relative to the envi-
ronment, the agent will thus discover that for these positions
the sensory input from the photoreceptor will be the same as
before the displacement.

Registering such a coincidence is not uncommon for an
agent with a single photoreceptor, but the same would happen
for an agent with numerous receptors. For such a more com-
plicated agent the coincidence would be extremely noteworthy.

In an attempt to better “understand” its environment, the
agent will thus naturally make a catalogue of these coinci-
dences (cf. arrows in Fig 1F, F’), and so establish a function ϕ
linking the values of proprioception observed before a change
to the corresponding values of proprioception after the change.
Such a function for all values of proprioception is shown in
Fig 1H.

Assume that over time, the environment displaces rigidly
to various extents, with the agent located initially at various
positions. Furthermore, assume that such displacements can
happen for entirely different environments (e.g. Fig 1C). Since
the sensorimotor contingencies themselves depend on all these
factors, it might be expected that different functions ϕ would
have to be catalogued for all these different cases. Yet it
is a remarkable fact that the set of functions ϕ is much
simpler: for a given displacement of the environment, the
agent will discover the same functions ϕ, even when this
displacement starts from different initial positions, and even
when the environment is different.

We shall see below that this remarkable simplicity of the
functions ϕ provides the agent with the notion of space. But
first let us see where the simplicity derives from.

Each function ϕ links proprioceptive values before an envi-
ronmental change to proprioceptive values after the change,
in such a way that for the linked values the outputs of
the photoreceptor match before and after the change. Seen
from outside the agent, the physicist would know that this
situation will occur if the agent’s photoreceptor occupies the
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Fig. 1. Algorithm of space acquisition illustrated with a simplified agent. The agent (A) has the form of a tray, inside which a photoreceptor s moves with
the help of a muscle, scanning the environment (B) composed of scattered light sources. The length of the muscle is linked to the output of the proprioceptive
cell p in a systematic, but unknown way. The output of the photoreceptor depends on its position x in real space (D). The agent learns the sensorimotor
contingency (F) linking p and s. After a rigid displacement of the agent, or a corresponding displacement of the environment from B to B’, the output of
the photoreceptor changes from D to D’ and a new sensorimotor contingency F’ is established. For a sufficiently small rigid displacement the outputs of the
photoreceptor will overlap before and after the displacement. The agent makes a record of the corresponding proprioceptive values between the sensorimotor
contingency F and F’ (arrows from a,b,c to a′,b′,c′) and constructs the function p′ = ϕ(p) (H, bold line). Different functions ϕ (thin lines in H) correspond
to different rigid displacements. If the agent faces a different environment C and makes a rigid displacement equivalent to its displacement to C’, the outputs
of the photoreceptor change from E to E’ and the corresponding sensorimotor contingency changes from G to G’. Yet the same function ϕ links G to G’.

same position relative to the environment before and after
the environmental change. And this will happen if (1) the
environment makes a rigid displacement, and if (2) the agent’s
photoreceptor makes a rigid displacement equal to the rigid
displacement of the environment. Thus physicists looking at
the agent would know that the functions ϕ actually measure,
in proprioceptive coordinates, rigid physical displacements of
the environment relative to the agent (or vice versa).

Now we can understand why the set of functions phi is so
simple: it is because a defining property of rigid displacements
is that they are independent of their starting points, and
independent of the properties of what is being displaced.

The functions ϕ can thus be seen as perceptual constructs
equivalent to physical rigid displacements, or one could say,
following Jean Nicod[28], that they are sensible rigid displace-
ments, where sensible refers to the fact that they are defined
within the Merkwelt of the agent.

III. SIMULATIONS

A. Agent

We used a computer simulation to illustrate the feasibility
of the described procedure. The agent was similar to the one
presented in Figure 1A with the only difference that it had two
rigidly connected photoreceptive cells s = (s1, s2)T placed at
0.1 distance from each other (see Figure 2A). Having multiple
photoreceptive cells decreases the probability of a situation
when the same exteroceptory input can be associated with
several distinct proprioceptive states. Thus having multiple
rigidly connected exteroceptors makes the estimation of the
functions ϕ more robust. We decided on having just two
photoreceptive cells and a single proprioceptive input because

environment

agent

Merkwelt

0 1.0

1.0

A C

B

0.5

0.5

Fig. 2. Simulated one-dimensional agent. A. The agent consists of two
rigidly connected photoreceptive cells, s1 and s2, articulated by a muscle,
whose elongation is measured by a proprioceptive cell p. The proprioception
encodes the position of the photoreceptive cells, though in a highly non-linear
way, illustrated in B. The agent is exposed to an environment filled with
light sources (a star in A), which it scans by moving the photoreceptors and
tabulating the values p, s1, s2. These values can be illustrated in the agent’s
Merkwelt as a single curved (pink curve in C). If the environment displaces,
the same scanning movements result in a different curve (blue curve in C).
Yet because the outputs of the photoreceptors depend on their relative position
with respect to the light-source, there will be coinciding values of s1 and s2

before and after the environment displacement. Thus, the two curves have the
same projection on the (s1, s2) plane denoted with a black line in C.

in this case the agent’s Merkwelt is three-dimensional and can
still be illustrated. Each photoreceptive cell had a Gaussian
tuning curve with respect to the relative position of the
photoreceptor and the light source. The response was maximal
(it was equal to one) when the light-source was in front of
the receptor and decreased as a Gaussian function with 0.1



variance as the light-source shifted sideways. In case of several
light sources the summed excitation was computed.

We took a highly non-linear relationship between single-
valued proprioception p and spatial coordinates of the middle
point between proprioceptors x. This relationship is illustrated
in Figure 2B. The environment was composed of several
light-sources placed at a distance from the line of agent’s
displacements. The agent’s Merkwelt for a single light source
environment is illustrated in Figure 2C. Each curve in Fig-
ure 2C corresponds to a different relative position between
the environment and the agent. Note that both curves have the
same projection on the (s1, s2) plane, which corresponds to
the coincidences of the exteroceptory inputs.

In the simulated experiment the agent was programmed
to perform scanning motions by displacing its exteroceptors
between the minimal pmin = 0 and maximal pmax = 1
admissible values of proprioception, which corresponded to
the spatial locations x = 0 and x = 1 of the mid-point
between photoreceptors. The proprioception p took values
pmin = p1, p2, · · · , pN = pmax changing with a constant step
0.001. The agent was exposed to an environment composed of
five light sources placed randomly in the [−4, 5] region. The
agent collected the tuples 〈pi, s1i , s2i 〉, which were assumed to
be veridical for the first scan. The values from further scans
were compared to previously collected tuples (see below).

B. Acquisition of ϕ’s

The agent was unexpectedly displaced to a random extent
proportional to 0.01 and not exceeding 0.95 in magnitude,
thus ensuring at least 5% overlap with the previous scanning.
The agent detected the displacement by the deviations it
caused between the incoming sensory inputs and the stored
tuples. The agent was programmed to classify the new scan
as corresponding to a new environment if the deviation in any
of the photoreceptors exceeded 0.05. The agent then collected
and stored a new set of tuples 〈p′i, s′i1, s′i2〉. The function ϕ
corresponding to the displacement of the environment was
determined as a set of pairs {〈pi, p′i〉} for which the norm
‖si−s′i‖ did not exceed 0.2% of the maximal value of s1 and
s2 across the scan.

The described procedure was repeated 191 times. The
resultant functions ϕ are presented in Figure 3A. Note the
interrupted character of the functions ϕ. The interruptions are
most pronounced around the values 0.3 or 0.7 either on the p or
the p′ axis. These values correspond to the points of vanishing
derivative of the mapping between the actual physical position
of the receptors and their proprioceptive coordinates. At these
points a large displacement of the photoreceptors provokes
only a minute change in proprioception, so explaining an
interruption in the functions ϕ. Note that we deliberately made
the environment of the agent sufficiently rich, so that the
closeness of the photoreceptors values would imply closeness
of the relative spatial location between the environment and
the sensors. We believe that this requirement can be relaxed by
allowing the agent to scan different environments and keeping

only those functions ϕ that work for all of them. We will
address this issue in future work.

C. Rescaling proprioception

The functions ϕ presented in Figure 3A define the agent’s
sensible rigid displacements, and these now can be used to
solve various spatial tasks. As an illustration of the close
relationship between the functions ϕ and space we show how
they can be used to rescale proprioception to linearize the
highly non-linear correspondence between spatial location of
the photoreceptors and the outputs of proprioception.

The rescaling implies producing a new metric space of
variables P out of the existing metric space of p’s by changing
the metric of the latter. The current metric on p’s is simply

ρ(p1, p2) = |p1 − p2|.

We define a new metric µ based on the functions ϕ:

µ(p1, p2) = ‖ϕp1→p2
‖,

where ϕp1→p2
is such that

p2 = ϕp1→p2(p1),

and ‖ · ‖ is a norm of ϕ, such that the identity function has a
zero norm. Here we use

‖ϕ‖ = max
p
|p− ϕ(p)|.

Note that because of the properties of the functions ϕ the
function µ is a metric. The symmetry condition holds because
of the symmetry of the functions ϕ with respect to the diagonal
line in Figure 3A. The first condition holds because for equal
p1 and p2 the function ϕp1→p2

is the identity function and its
norm is zero. The triangular inequality holds simply because
‖ · ‖ is a norm on ϕ’s.

In simulations we took a regular sampling of proprioception
with step 0.01 and computed a distance matrix for every pair
of values from the sampling. The corresponding distance is
presented in Figure 3B. Theoretically this matrix defines the
values of µ and hence it defines the rescaled proprioception
P . For the sake of illustration we applied multidimensional
scaling (STRESS1) to the distance matrix. The resultant
embedding was then shifted and normalized to simplify the
comparison with the old values p.

Figure 3C presents the values P of rescaled proprioception
plotted against the original values p as well as the values x of
the true spatial location of the photoreceptors. One can notice
the similarity between values P and x, which means that the
new proprioception P is linearly related to x.

IV. CONCLUSION

The present article has taken the specific example of space,
and showed that the basic structure of space can be discovered
by looking at the laws of change of the sensory information
under rigid displacements of the environment. This is expected
from the central idea of the sensorimotor theory, namely
the idea that abstract notions do not reflect regularities in
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Fig. 3. Sensible rigid displacements underlying space. A. The functions ϕ corresponding to different rigid displacements as learned by the agent. The
pointwise interruptions in the functions occur close to singular points in the mapping between the displacement of the photoreceptors and the corresponding
changes in proprioception. B. The functions ϕ can be used to define a metric on proprioception, where the distance between two values p1 and p2 is defined
as a norm of the function ϕ mapping one into another (see text). This metric is denoted with color code. C. The new metric defines a new parametrization
P of proprioception p. The correspondence between p and P (blue dotted line) closely matches the correspondence between p and the physical position of
the photoreceptors x (gray line).

the sensory inputs per se. Instead, they reflect robust laws
describing the possible changes of sensory inputs following
action on the part of the agent. The crucial difference between
the former and the latter is that the laws are grounded in
the regularities of the sensorimotor changes, rather than in
sensations themselves.

As mentioned in the introduction, we see our – sensorimotor
– approach as complementary to classical unsupervised learn-
ing techniques such as deep learning. Making the interface
with such techniques is one of the primary goals for our
future work. In the short term we see deep belief networks
as a possible tool for learning sensorimotor laws, such as
those represented by the functions ϕ. In the simplest case,
the functions ϕ could be fitted by neural networks trained in
a supervised manner to match the coincidences in the sensory
inputs.

Although we have not done so here, our ultimate purpose
would now be to find a way of automatically discovering these
laws (in the case of space, the ϕ functions). A guideline
for the search for such a principle could be the idea that
all biological agents strive to account for their sensorimotor
information in the most economical way. The functions ϕ
provide such an economical description in the case of space,
because they define rigid displacements, which can be applied
to any possible environment. Moreover, these functions allow
the agent to separate the displacement of the environment,
such as due to its own displacements and hence not deserving
special attention, from other changes, caused by external
factors and thus worth noting.

Finding a principle that would allow the emergence of the
functions ϕ or similar, and implementing this principle using
machine learning techniques would be a way of approaching
our goal of melding together ideas from machine learning and
ideas from sensorimotor theory. The link will be productive,
we think, because whereas machine learning provides efficient
techniques for capturing statistical properties of the incoming

information, what is needed in order to extract higher level
abstract constructs is the laws of transformation of sensory
information.

The present article has only made a first step in this
direction, by taking the specific example of space and an
oversimplified agent, and showing what the laws are that must
be extracted, without however as yet describing how this could
be done autonomously.

It must be noted that though we illustrate our approach
with an oversimplified example only, the approach can be
straightforwardly extended to more complicated agents. An
example for a two-dimensional agent can be found in the
preprint [29]. A nice property of our approach is that the com-
plexity of the underlying computations depends only weakly
on the number of sensors. For example, we could use millions
of camera pixels instead of the pair of photoreceptors without
complicating the computations significantly. The same can be
said about proprioception: substituting a single measuring unit
with an ensemble of them would not appreciably complicate
the computation. The increase of dimensionality of the space
inhabited by the agent will, however, inevitably require a
larger amount of data and might require reducing the precision
in order to allow implementation on state-of-the-art robotic
systems. But as developmental studies show, the notion of
space remains immature until the age of 6-10 years [30],
suggesting that a large amount of data is necessary in order
to develop spatial perception.
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