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Abstract. The problem of consciousness has been divided by philosophers into 
the problem of Access Consciousness and the problem of Phenomenal 
Consciousness or "raw feel". In this chapter it is suggested that Access 
Consciousness is something that we can logically envisage building into a robot 
because it is a cognitive capacity giving rise to behaviors or behavioral 
tendencies or potentials. A few examples are given of how this is being done in 
current research. On the other hand, Phenomenal Consciousness or "raw feel" is 
problematic, since we do not know what we really mean by "feel". It is 
suggested that three main properties are what characterize feel: the fact that 
feels are different from each other, that there is structure in these differences, 
and that feels have sensory presence. It is then shown how, by taking the 
sensorimotor approach [24], [27] it is possible to account for these properties in a 
natural way and furthermore to make counter-intuitive empirical predictions 
which have recently been confirmed. In conclusion it is claimed that when we 
take the sensorimotor approach to feel, building raw feel into a robot becomes a 
theoretical possibility, even if we are a long way from actually attaining it. 

1   Introduction 

Consider a robot programmed so that it acts in every way as though it is conscious. 
For example when injured, it screams and shows avoidance behavior, imitating in all 
respects what a human would do when in pain. The robot is able to talk about its pain, 
and it reasons and acts like it has the pain. The philosopher Ned Block would say that 
the robot has Access Consciousness to the pain [6].  

However all this would not guarantee that to the robot, there was actually 
something it was like to have the pain. The robot might simply be going through the 
motions of manifesting its pain: perhaps it actually feels nothing at all. Something 
extra might be required for the robot to actually experience the pain, and that extra 
thing is raw feel, or what Ned Block calls Phenomenal Consciousness. 

2   Access Consciousness 

From a theoretical standpoint (although currently no one has actually done it), there 
would appear to be no logical obstacle to implementing Access Consciousness in a 
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robot: the reason is that Access Consciousness ultimately corresponds to a behavioral 
capacity. What we mean when we say someone has Access Consciousness to 
something is that the person currently knows that he (considered as a person with a 
self) is poised to make use of that thing in his ongoing rational decisions, in his 
planning, intentions and linguistic behavior [6]. Agreed, the notions of "self", 
"rational", "decision", "planning", "intention", and "language" required to have access 
consciousness are all difficult notions. We are far from understanding these notions, 
and once we do, building them into a robot may require as yet undiscovered 
principles. But the important point is that there is no logical impossibility preventing 
this from being done: it has been termed the "easy" problem of consciousness [8]. 
Indeed, as the following illustrations show, cognitive scientists and artificial 
intelligence researchers are busy analyzing the components and prerequisites 
necessary to achieve this goal. 

2.1   The Self, Intentions, and Theory of Mind 

One critical aspect of Access Consciousness that has to be understood is the notion of 
self. Studies in cognitive science reveal that the notion is not a unitary notion, but is 
an umbrella term, covering capacities going from the individual to the social, and 
going from knowledge about only the organism itself, to knowledge about other 
organisms and their motivations [13], [22], [32], [33], [47]. Different aspects of the self 
become established at different times as humans grow up, with social pressures and 
individual experience contributing to their development in complicated ways. The 
notion of self is related to "intentions" and to "Theory of Mind", that is, the ability to 
understand other agents' thoughts and goals. The following are just a few illustrations 
where current robotics research is attempting to implement some very simple aspects 
of the self. 

Self-discrimination has been investigated with Domo, a robot constructed at the 
Humanoid Robotics Group at the MIT Computer Science and Artificial Intelligence 
Laboratory (CSAIL). The robot consists of an upper torso equipped with moveable 
eyes, head, arms and grippers. It uses vision-based movement detection algorithms to 
determine whether something is moving in its visual field. It checks whether by 
commanding movements of its own body, the movements it sees are correlated with 
the movements it commands. If such a correlation occurs, it assumes that what it is 
seeing is part of its own body. In this way it is able to figure out what its own hand 
looks like, and later, what its own fingers look like [11]. 

Work on the higher notions of self, namely self-knowledge and knowledge of self-
knowledge is being done using the COG platform, also developed at CSAIL. COG is 
actually one of the first robotic platforms that was built at the Humanoid Robotics 
group, and one might say it is approaching "retirement". It is an upper-torso humanoid 
robot equiped with visual, auditory, tactile, vestibular, and kinesthetic sensors, and 
which can move its waist, spine, eye, head, arms and primitive hands. COG has been 
used by a variety of groups at MIT to do experiments in object recognition, tactile 
manipulation, and human-robot interaction. Since the development of COG, many 
groups throughout the world have been constructing similar devices to study 
embodied cognition.  
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The ideas being used to study the emergence of the higher notions of self in COG 
and similar robots are based on analyses of what psychologists consider to be the 
most basic capacities postulated to underlie this notion in humans [39]. One such basic 
capacity is the ability to locate and follow an agent's gaze direction. For this, skin, 
face and eye detection algorithms in the robot's visual system allow it to locate eyes 
and infer where a human is looking. By extending this gaze following capacity, the 
researchers hope to implement algorithms for joint attention, that is, algorithms that 
allow the robot to attend to an object that another agent is also attending to.  

A further example of a capacity that might be involved in the genesis of the self is 
the ability to distinguish mechanical motion due to inanimate objects and animate 
motion due to living agents like animals and humans. This is perhaps the basis of the 
notion of the ability to ascribe intentions and goals to other agents. To test this idea 
with COG, an algorithm has been used that estimates the variability in the velocity of 
moving objects. Presumably an object whose velocity does not follow simple laws of 
physics probably has a "will of its own" and is likely to be animate.  

Another robotic platform that is being used to investigate the emergence of the self 
is Sony's domestic dog robot, the AIBO. At Sony Computer Science Laboratory in 
Paris the AIBO has for example been used to study joint attention and pointing, 
except this time in a "social" context,  that is, with another AIBO or with a human [18].  

The Domo, COG and AIBO projects are just three samples of work in progress. 
They are only painfully preliminary steps towards implementation of different self 
notions in a robot. But such studies in developmental robotics are a growing research 
field in which researchers attempt to show how from a few basic capacities, robots 
can acquire the social skills that we know humans acquire over the first few years of 
life, skills that are at the root of humans' notions of intention and "Theory of Mind" [1], 

[12], [19], [21]. Much work needs to be done, but the vitality of this and related research 
projects shows that researchers are confident that providing robots with a realistic 
notion of self and accompanying Theory of Mind is an achievable goal. Even if it 
takes many more years, the problem of building a robot with a self seems in principle 
solvable.  

2.2   Language 

Whether beings without language are conscious will probably have to remain a matter 
of debate. But it is obvious to us humans that insofar as we possess the faculty of 
language, it is an important component for Access Consciousness: after all among the 
things we mean by having conscious access to something is being able to talk about it.  

However the goal of providing artificial agents with human-like natural language 
understanding is still far from being attained [10], [17]. The main problem seems to be in 
anchoring the symbols used by machines in the real world. One attempt to do this is 
progressing by accumulating vast amounts of "common sense" knowledge from large 
natural language databases like the web [20] (see http://www.cyc.com). More recently 
researchers are trying to physically embed artificial agents in the real world in order 
to it facilitate proper human-like use of language [34], [35]. As was the case for the 
notion of the self, work at MIT and Sony CSL is also illustrative of this. 

An example of how immersion in the real world can help solve problems is Ripley, 
a kind of robot dog from the MIT Media Lab. Ripley can move its neck and pick 
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things up with its mouth. Because Ripley is embedded in the real world, it does not 
need to do any very complicated reasoning concerning how it is physically placed 
with respect to the objects it is dealing with, and how they are placed with respect to 
the person it is talking to: this kind of information is available at any moment in front 
of its eyes, so when someone says "pick up the one on your left", it can just look over 
on the left and find what is being referred to. Furthermore, when it learns words like 
push, pull, move, shove, light, heavy, red, hard, soft, it can make use of information it 
obtains from interacting with objects in order to ground the meaning of the words in 
physical reality, imitating what probably happens when real infants interact with their 
caretakers [36], [37].  

A similar project is being undertaken at Sony CSL, where Sony's robot dog AIBO 
learns the meanings of simple words by interacting with a human [44], [45] (see also 
http://www.csl.sony.fr and http://playground.csl.sony.fr/). Other work at Sony CSL is 
investigating how word meaning and syntax can emerge when humans or robotic 
agents play language-oriented games together in order to achieve common purposes 
[42], [43]. Of course in these examples the interactions between robots and humans is 
much more focussed and the number of utterances involved is much more limited 
than in normal human interactions. But this work suggests that we may be starting to 
model human language acquisition in a plausible way.  

2.3   Conclusion on Access Consciousness 

Though the illustrations in the preceding paragraphs are obviously ridiculously 
simple, and are clearly only the very first steps towards implementation of Access 
Consciousness, they nonetheless suggest that Access Consciousness, though a 
difficult problem, can be decomposed into a collection of simpler problems which are 
logically not beyond the bounds of robotic implementation. Access Consciousness is 
ultimately an aggregate of behavioral capacities, and the necessary ingredients, while 
out of reach today, can conceivably be achieved in the future. Perhaps the most tricky 
problems are on the one hand the notion of "self", with its accompanying concepts of 
intention and Theory of Mind, and on the other hand natural language understanding. 
The hope today is that these problems will be successfully dealt with when 
researchers start working more with actual physically embodied agents in real world 
settings. Indeed, one cannot neglect the fact that humans live, move, and interact in 
particular ways with the objects that they use and with other humans in the real world. 
Human language and thought are not just raw symbol manipulation: the concepts that 
are manipulated are constrained by the physical world and the particular way humans 
interact with it. People have bodies and interact with other people who themselves 
also have bodies. People live in a shared social environment and have desires, 
emotions and motivations that play an important role in conditioning communication. 
It may be that only machines that have human-like immersion in the world will be 
able to have notions of self and use language like humans [10], [29]. 

3   Phenomenal Consciousness or "Feel" 

We have seen that Access Consciousness, though clearly difficult, is not a logically 
insoluble problem. We can hope that we will gradually progress towards its 
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implementation in robots. With Phenomenal Consciousness however, we are in quite 
a different situation. People are convinced that they feel things, but it is hard to say 
exactly what feel is. 

To try to understand better what is meant by feel, consider what happens when I 
look at a red patch of color: I see red. What exactly is this feel of red? What do I 
experience when I feel the feel of red?  

One aspect of the feel of red is the mental associations that I have with red: 
Redness is associated in my mind with, among other things: the word "red", with 
roses, ketchup, blood, red traffic lights, stopping, anger, and certain red cough-drops... 
But these mental associations are in addition to the raw sensation: they are added over 
and above the experience of red itself. Having these mental associations might of 
course produce additional experiences: for example the association with anger may 
make me more likely to get angry. But such effects, if we want to call them 
experiences, would appear to be in addition to the basic, core, raw experience of red 
itself. 

Another aspect of the feel of red may be the automatic physiological states or 
tendencies it creates. For example, red may be a color that has the direct effect on my 
nervous system of making me more excited, whereas blue may calm me down. The 
existence of such effects is controversial, but if they do exist, they are surely over and 
above the actual raw feel of the redness of red: in this example they correspond to 
excitement, not to red. 

Yet another aspect of the feel of red is the learnt bodily reactions that redness 
may engender, caused for example by habits that are associated with red: for example 
pressing on the brake at red traffic lights. But again, such bodily reactions are add-ons 
to the actual raw experience of red.  

To summarize: experiencing red may be accompanied by various mental 
associations, physiological tendencies and bodily reactions. These are extra behaviors 
that come with the feel of red, and they may in turn produce their own, additional 
experiences. But at the root of the feel of red there surely must more than simply 
mental associations, physiological tendencies and bodily reactions. This extra 
component, which we could call the "raw feel" of red itself, is presumably what 
makes red quite different from green, or from the sound of a bell, or any other 
sensation.  

Now it seems clear that if we wanted to build a robot that experienced sensations 
as humans do, then at least conceptually, building in the additional components 
accompanying the sensations poses no particular problem. This is because these 
components are behaviors or behavioral tendencies or capacities. One could fairly 
easily build into the robot a higher probability of saying "red" when it sees red; one 
could have the robot be more active or agressive in red rooms, and even have it make 
subliminal brake-pressing movements. 

But what could be done to provide the robot with the "core" component of the red 
sensation, namely the raw red feel? This seems to be a much harder problem. What 
"circuit" should be added into the robot to provide it with the raw feel of red? 

The robot played by Arnold Schwarzenegger in the film "Terminator I" is a good 
example of this problem. The designers of the robot could incorporate circuits that 
make the robot wince, say "ouch", and otherwise manifest its disapproval in cases 
where for example it gets its arm chopped off. The robot could know that this kind of 
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injury is a bad thing for it, and it could be programmed to avoid getting into such 
nasty situations in the future. But what extra circuit would the designers have to build 
into the robot so that it actually felt the raw pain itself, instead of just going through 
the motions of feeling the pain? 

3.1   Three Properties of Raw Feel 

Let us look more closely at the raw, core component that is at the basis of feel. In this 
exercise we are purposefully leaving aside all the "extra" components like the mental 
associations and bodily manifestations that might come with feel.  

There are three important aspects to note about raw feel. 

First, raw feels are different from each other. For example there is red, green, pink, 
black. There is the sound of a tractor, of a violin, of middle C, of the wind in the 
willows. There is the smell of lemon, the taste of onion, the touch of a feather, the 
cold of ice, among innumerable others. 

Second, there is structure in the differences. Sensations can be grouped together 
according to their similarity. For example sensations of light form a collection which 
is separate from sensations of sound, which are in turn different from sensations of 
touch, etc. Within each such collection or "modality" there may be further structure. 
Tones for example can be compared and contrasted, and they form a linear order 
going from low pitched to high pitched. Color is more complex, since one can 
distinguish the hue or tint of a color, and its "saturation", that is, the intenseness of the 
color it contains (a color is less saturated when it contains a lot of grey). Furthermore 
the dimension of hue is circular rather than linear: you can arrange colors in a closed 
circle of similarity going from red to orange to yellow to green to blue to purple and 
back to red again.  

Sounds are another complicated case. Clearly loudness is something that can be 
defined along a linear dimension, but then sounds also have "timbre", which seems 
not to be describable in terms of dimensions that can easily be agreed upon. Smells 
also are complicated, and no consensus has been reached on a set of dimensions to 
describe them. A recent study suggests that a minimum of 30 independent dimensions 
are needed to account for smell judgments.  

But whereas sensations form sensory orders [9], [48] or "modalities" within which 
they can be compared and contrasted in this way, across such modalities they cannot. 
For example, how is red different from middle C? Or how is cold different from onion 
flavor? It seems to make no sense to try and compare Red and middle C, since they 
have nothing to do with each other, and can't really be compared at all. Perhaps there 
is one attribute which is common even across different modalities, namely intensity: 
we can talk about intense colors, intense sounds. But apart from that sounds and 
colors are incommensurate (except perhaps to synesthetes!). The same goes for cold 
and onion flavor.  

In summary, sensations form more or less separate modalities across which making 
comparisons is impossible. But within each such modality there may be a structure, 
which may be of varying complexity, depending on the modality. 
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Third, raw feels have a quality rather than no quality, and are perceptually present.  
To understand this statement, consider the fact that the brain continually monitors 

blood oxygen and carbon dioxide, keeps the heartbeat steady and controls a variety of 
other bodily functions. All these activities involve sensors signalling their 
measurements via neural circuits and are processed by the brain. Yet one does not feel 
them, whereas one does feel the redness of the light or the prick of the needle.  

Why should brain processes involved in processing input from certain sensors 
(namely the eyes, the ears, etc.), give rise to a felt sensation, whereas other brain 
processes, deriving from other senses (namely those measuring blood oxygen levels 
etc.) do not give rise to a felt sensation? 

A related, but not identical case is thinking. Thinking obviously involves brain 
processing like controlling the oxygen level in the blood, and like analyzing inputs 
from the sensory systems. But does thinking have a feel?  

Clearly, like the situation for sensory inputs, one is aware of one's thoughts. One 
knows what one is thinking about, and one can, to a large degree, control one's 
thoughts. But being aware of something is not the same as feeling something. Indeed, 
thoughts are more like blood oxygen levels than like sensory inputs: thoughts are not 
associated with any kind of sensory presence. Thoughts may be about things like 
blood and red traffic lights and red cough drops, or even about the raw feel of red, but 
such thoughts do not themselves have a red quality or indeed any sensory quality at 
all. Thoughts may of course be accompanied by feels: the thought of an injection 
makes me almost feel the pain and almost makes me pass out. But the pain I feel is 
the sensory pain normally associated with the injection, not the sensory quality of 
thinking. The thought itself has no sensory quality.  

3.2   Neurophysiological Explanations for Feel 

We have concluded that there are three important aspects of raw feel: feels are 
different from each other, there is structure in the differences, and feels have a quality 
and sensory presence, rather than no quality.  

One's first impulse in seeking for an explanation for these facts is to look in the 
brain.  

Neuroscientists have certainly localised different brain areas which seem to be 
involved in consciousness, but to date no explanation of how any such areas 
contribute is in view. Many hypotheses are entertained and discussed in the literature, 
such as the possibility that consciousness is generated by recurrent activation in 
corticothalamic networks, or by widespread synchrony of oscillations in the gamma 
band, or even that consciousness could be linked to quantum gravity effects in neuron 
microtubules. Such mechanisms might account for the behavioral capacities involved 
in Access Consciousness, but how any such mechanisms could explain why feels 
have the properties that they do is never addressed. 

It would seem that there is a logical problem: whatever mechanism is invoked to 
generate consciousness, additional "linking hypotheses" will always have to be made: 
a linking hypothesis is a hypothesis that establishes a link that justifies, for example, 
why different neurons or neural mechanisms or firing patterns or quantum 
mechanisms should produce the particular different sensory qualities, with the 
particular structure of similarities and differences that is found, and with the 
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experienced sensory presence. The problem is that there would appear logically to be 
no non-arbitrary way of making such links between the neural states or physical 
characteristics of the firing patterns of neurons, and the experienced sensations.  

4   The Sensorimotor Approach 

A possible alternative way  to understand the problem of Phenomenal Consciousness 
of feel is the sensorimotor approach [24], [25], [27]. This starts from the postulate that 
looking for a circuit or mechanism that generates Phenomenal Consciousness is to 
make what the philosopher Gilbert Ryle called a "category mistake" [38]: Phenomenal 
Consciousness is simply not the kind of thing that can be generated at all. Just as it 
makes no sense to search for the meaning of a word in the shapes of the particular 
letters that compose it, it makes no sense to search for a circuit that generates 
Phenomenal Consciousness in the brain. 

Instead, the sensorimotor approach suggests that what it really means for a person 
to have Phenomenal Consciousness or feel is that the person: 

1. is currently engaged in exercising a certain sensorimotor skill, and 
2. is attending to this engagement and the skill's qualities.  

Under this approach, the quality of a feel is constituted by the particular laws that 
govern an individual's sensorimotor interaction when he is experiencing the feel. 

To understand the idea, one can take as analogy the feel of driving a Porsche as 
compared to driving a Volkswagen. Where lies the essential difference between the 
feel of Porsche driving and the feel of Volkswagen driving? It comes from the mode 
of sensorimotor interaction you have with the cars. It comes from the things you can 
do and the way the car reacts when you do them. When you press on the accelerator, 
the Porsche whooshes rapidly forward, whereas nothing very much happens in a 
Volkswagen. When you so much as slightly touch the steering wheel the Porsche 
swerves immediately whereas the Volkswagen only lumbers slightly to the side. 

Thus: 

1. The Porsche driving feel comes from being engaged in exercising a certain 
sensorimotor skill, namely the Porsche driving skill. What provides the Porsche 
driving feel with its distinctive quality is the different mode of interaction you have 
with the Porsche as compared to other cars. 

2. Furthermore to actually feel the Porsche driving feel, you have to be paying 
attention to the fact that you are doing Porsche driving things. If while you drive you 
get very involved in a discussion with a friend, you might no longer be noticing that 
you were driving the Porsche, and you would rather be experiencing the fact that you 
are conversing with your friend even though your body was actually doing the same 
Porsche driving things as before. 

Taking the Porsche driving analogy seriously and applying it to sensory feels in 
general provides a way of accounting for feel in which feel is not something which 
can be located in some circuit, or which is generated by some mechanism. Instead, 
feel is a way of doing things. Taking this stance allows one to escape from many of 
the conundrums connected with phenomenal consciousness, and provides a principled 
way of explaining the three main properties of feel: 
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Thus, why are feels different from one another, and how exactly are they different? 
If we were to take the neurophysiologist's view that feels are different because they 
correspond to different input channels or different areas or mechanisms in the brain, 
we would be left with the question: What makes this channel or brain area or 
mechanism generate an experience of seeing, and that channel or brain area or 
mechanism generate an experience of hearing? 

But the sensorimotor approach suggests that we should look for the differences 
between sensations in the things that we can potentially do when we have sensations: 
Thus, take the example of seeing and hearing. Seeing is a form of interaction in which 
blinks, movements of the eyes, of the body and of outside objects provoke very 
particular types of change in sensory input. The laws governing these changes are 
quite different from the laws governing sensory input in the auditory modality. For 
example, when one sees, moving forward potentially produces an expanding flow-
field on the retina, whereas when one hears, the change in sensory input is now 
mainly an increase in amplitude of the signal. The claim is now that the sum total of 
these differences constitute precisely what differentiates the sensations of seeing and 
hearing. The same would be true for differences between experiences across other 
sensory modalities. This explanation for differences in sensory modalities escapes 
from the arbitrariness inherent in neurophysiological explanations appealing to brain 
channels, areas or mechanisms. No "linking hypothesis" need be made, because the 
quality of feel is considered to be constituted by what one does when one engages in a 
particular sensorimotor interaction. 

The second main question one can ask about feel is: What determines the structure 
of the differences between feels within a sensory modality? The sensorimotor 
approach suggests that these differences correspond to differences in the laws that 
govern one's interaction with the world when one is experiencing different sensations. 
Contrary to a neural correlate explanation where we have no natural metric linking 
neural firing rates or other brain phenomena with differences in sensation, in the 
sensorimotor approach, there is a natural metric allowing sensations to be compared, 
namely the same metric used by subjects to compare sensorimotor skills in everyday 
parlance. Quite naturally, because the laws governing sensorimotor interactions are 
complex and vary from modality to modality, the structure of the differences between 
feels will be complex. Across two modalities, the sensorimotor interactions are so 
different that little comparison is possible. Within a modality, each change in one's 
mode of interaction determines the change in the quality of the experience involved. 
Later sections will discuss two examples, namely the sensation of touch and the 
sensation of color. 

And finally, what can be said about the third question we asked about sensations, 
namely: Why do they have sensory presence, that is, Why do they have a feel at all, 
rather than having no feel? We will devote a few paragraphs to this question here. 

If having a feel consists in attending to the fact that one is engaged in exercising a 
sensorimotor skill, and if the quality of the feel is constituted by the laws of 
sensorimotor interaction that the skill involves, then by the very definition of feel, the 
feel must have a quality, namely the quality constituted by exercising the particular 
sensorimotor law involved. Thus feels have a quality rather than no quality. 

Then, just as the sensorimotor approach invokes differences in skills to account for 
differences between sensations, the approach will also invoke differences in skills to 
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account for the difference between experiences involved in perceptual acts and the 
experiences associated with other brain activities. In particular, two facts about 
perceptual skills distinguish them from other brain activities. 

First, whereas perceptual acts invariably involve, at least potentially, changes 
caused by motor behavior, this is not true either of internal physiological states or 
"mental" activities. What we call sensory experience can always potentially be 
modified by a voluntary motion of the body: Sensory input to the eyes, ears, or any 
other sensory system is immediately changed in a systematic and lawful way by body 
motions. On the other hand, people cannot reliably control their internal physiological 
states by moving their bodies (although of course states like heartbeat and blood 
oxygen will be affected indirectly by body motions). Likewise, "mental" activities 
like thoughts, memories, and decisions, to the extent that these can be considered as 
skills, are not skills that intrinsically involve voluntary body motions. This then is one 
thing that makes the skills constituting sensory experiences special as compared to 
other brain processes: they are by nature sensorimotor. Even if at any particular 
moment there need be no motion, they have what the sensorimotor approach calls 
"corporality" or "bodiliness" [24],[25],[26]. This strong potential effect of body motions on 
sensory input is what distinguishes sensor states deriving from the world from sensor 
states internal to the body or brain. 

A second characteristic that distinguishes the skills involved in sensory experience 
from those of mental functions is what is termed "alerting capacity" or "grabbiness" 
[24],[25],[26]: this is the fact that sensory systems are genetically endowed with the 
capacity to deflect our cognitive processing. A loud noise or bright flash will 
automatically, incontrovertibly, attract our attention to the locus of the event. We are 
thus, in some sense, "cognitively at the mercy" of sensory input. This is not generally 
the case for either internal states or mental activities. If a change occurs in the visual 
field, like a mouse flitting across the floor, one's attention will immediately be caught 
by it. But variations in heart beat, for example, generally provoke no attentional 
orienting. Only exceptionnally, and then only indirectly through the pounding it 
produces on the chest, for example, is one aware that one's heart is beating very fast. 
Like visceral states, memory, and in general other mental activities, possess no 
alerting capacity or grabbiness: If one forgets a fact, one only discovers this if one 
actively tries to recover the fact from memory (an exception might however be, for 
example, obsessive thoughts). 

Thus: a characterisation of the differences in skills associated with sensory acts, as 
compared to those involved in internal physiological states and mental acts, reveals 
differences which naturally account for the difference in felt quality of sensations as 
compared to other brain processes. What has been called the "presence" of sensations 
seems precisely to consist in the fact that they are both under our control (in that we 
can modify sensory input by our bodily actions — they have corporality or 
bodiliness), and also not under our control (they can cause uncontrollable alerting 
reactions that interfere with our normal cognitive processing: they have alerting 
capacity or grabbiness). The sensorimotor approach suggests that this captures the 
idea that there is "something it is like" to have a sensory experience provoked by an 
outside sensory event, as opposed to it feeling like nothing to have one's heart beat or 
to have a thought. 
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In summary for this section: the sensorimotor approach, unlike appeals to 
neurophysiological mechanisms that generate consciousness, provides a principled 
account of the three main properties of raw feel, namely 

1. the fact that raw feels are different from each other 
2. there is structure in the differences 
3. raw feels have a quality rather than no quality, and are perceptually present. 

The next sections will consider applications of the sensorimotor approach that 
provide interesting new predictions and results. 

4.1   Sensory Substitution 

The sensorimotor approach claims that what determines whether one has the feel of 
seeing, rather than say, the feel of hearing or the feel of smelling, is not the particular 
sensory input channel, but the laws that characterize the sensorimotor interactions that 
are involved when one sees, hears or smells. If this is true, then one ought to be able 
to create conditions where for example one "sees" through one's ears, or through 
stimulation of the skin: In order to do this, things would have to be arranged so that 
the laws that govern the sensory input through the ears or skin corresponded to visual-
type laws, rather than the usual auditory-type laws. 

Indeed the possibility of such "sensory substitution" has been known since Bach y 
Rita equipped blind subjects with an array of tactile stimulators positioned on their 
abdomen or back, connected to a video camera that produced a tactile "image" of the 
world on the observer's skin. Bach y Rita reports in his book that whereas passive 
stimulation was inconclusive, active camera manipulation by subjects very rapidly 
provided them with a sensation that they qualified as "seeing" [5], [14], [15].  

Recently, technical advances have facilitated further development of sensory 
substitution devices, and an active community is investigating different types of 
substitution, ranging from transposing vision to audition, vision to tongue stimulation, 
vestibular to tongue, among others. For reviews see [3], [4]. 

4.2   The Localisation of Touch Sensation 

Another prediction of the sensorimotor approach is as follows. If the quality of 
sensory feel is provided, not by the particular nervous pathways, but by the particular 
mode of sensorimotor interaction that is involved, then one should predict for 
example that the perceived localisation of a touch, say, on the arm, is not caused by 
the activation of a particular brain region, but by the particular sensorimotor laws that 
are involved when that location is touched. More precisely, a touch is felt to be on 
one's arm, rather than, say, on one's leg, when the touch can be modified by moving 
one's arm rather than one's leg; when the touch is accompanied by a visual stimulation 
in the region of the arm, rather than in the region of the leg. 

Conversely, if one were presented with a tactile stimulation on the arm that is 
systematically accompanied by a visual stimulation on some outside object, like say a 
fake arm put on the table in front of one, then the prediction is that one should come 
to feel the sensation on the fake arm. 

This is precisely the situation that has been investigated in an extensive literature 
on the "rubber hand illusion", which confirms this counter-intuitive prediction [7], [46]. 
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The finding is also compatible with a large body of work showing that people can 
rapidly adapt when their body is "extended" by the use of tools or other artefacts. For 
example, you "feel" the paper under the tip of your pencil, not in your fingers. When 
you park your car, you "feel" the curb on the wheels of the car, not on the steering 
wheel.  

4.3   The Structure of Color Sensations 

Psychophysicists since Hering and Helmholtz have been trying to understand the 
structure of color space. Certain colors are considered to be "special" or "unique" in 
the sense that other colors are perceived to be composed of them. For example red, 
yellow, blue and green are seen as "pure", and not containing other colors, whereas 
orange is not pure because it is seen to contain red and yellow. Though some success 
is obtained by the classic opponent process theory of color vision, color scientists 
today agree that the finer details of these phenomena have not up till now been 
adequately accounted for by any neurophysiological findings. 

The sensorimotor approach claims that in fact the structure of color space is to be 
sought not in sensory channels per se, but in the laws of interaction that characterize 
color perception. Thus when one moves a coloured piece of paper under different 
illuminants, or when one moves one's eyes on or off the paper, there are precise laws 
that govern the changes in photon catches made by the three photoreceptor types that 
humans possess. A recent attempt to apply this idea has come up with surprising 
success [30]. In the case of red, for example, it is found that the changes in photon 
catches are confined to a single dimension of variation, suggesting why red is a 
special colour as compared to, say, orange, where three dimensions of variation are 
observed. Unique hues are accurately predicted in this way. Furthermore, the 
approach also accurately correlates with well-known anthropological data concerning 
the way people name colors [30]. 

4.4   Change Blindness 

An interesting point about the sensorimotor approach is the way it explains humans' 
experience of a very rich and continually present visual world. Instead of supposing, 
as does the classic approach to vision, that the perceived richness of visual experience 
requires continuous activation of a rich internal representation of the world, the theory 
says that richness and continuity are due to the fact that a perceiver has immediate 
access, via a flick of attention or an eye movement, to any information about the 
outside world that the perceiver wishes to investigate. The analogy is made of the 
light in the refrigerator: every time you open the fridge, the light is on, so you assume 
it is continually on. Similarly, the reason you feel the visual world as being 
continually present is that whenever you attend to any portion of it, information is 
available about that portion [23].  

According to the sensorimotor approach, a further fact that buttresses the illusion 
of continual presence lies in the "grabbiness" of visual stimuli. The low level visual 
system is equipped with "transient-detectors" that register fast changes in luminance 
or color. These automatically provoke attentional orienting: when a flash of light 
occurs in the visual periphery, you cannot help moving your eye in that direction. One 
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therefore has the illusion that one is continually seeing everything, because if 
anything should suddenly change, one's attention is automatically directed to it, and 
one sees the change [24], [26]. 

An exception to this however would occur if the transient detectors were somehow 
rendered inoperative. This can be done by swamping them with extraneous luminance 
transients. "Change blindness" is a phenomenon which is coherent with this 
prediction: large changes in pictures can go unnoticed if the change occurs 
simultaneously with a global white flash [31] or with several "mudsplashes" [28] 
distributed all over the visual field. Another way of rendering transient detectors 
inoperative is to make the changes so slow that they are no longer "grabby". This is 
what happens in experiments with progressive changes [2], [41], where a large region of 
a picture changes color or appears or disappears without this being noticed. Although 
the interpretation has been contested (cf. [40]), because the phenomenon of change 
blindness is so striking and counter-intuitive, it serves as a convincing confirmation of 
the sensorimotor approach. 

5    Conclusion: Building Consciousness into a Robot 

Can we build Access Consciousness into a robot?  
The first part of this chapter argued that Access Consciousness is a behavioral 

capacity, which, though outside the bounds of current work in AI and robotics, 
presents no fundamental logical problem to a robotic implementation. Future work, 
particularly with embodied systems, bears the hope of gradually approaching the 
notions of self, intentions, and Theory of Mind, as well as natural language 
understanding that are undoubtedly prerequisites to Access Consciousness. 

Can we build Phenomenal Consciousness or "feel" into a robot? 
Although Phenomenal Consciousness or feel is generally considered the "hard" 

problem of consciousness, this chapter has argued that feel may in fact turn out to be 
the easier problem (for a similar view see [16]). If we take the stance suggested by the 
sensorimotor approach, according to which having a feel is, first, engaging in a 
sensorimotor skill, and second, having access consciousness to the skill, then clearly 
once a robot has access consciousness, it will suffice for the robot to engage in an 
embodied interaction with the environment for it to have feel. 
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