
J. KEVIN O’REGAN AND ALVA NOË

WHAT IT IS LIKE TO SEE: A SENSORIMOTOR THEORY OF
PERCEPTUAL EXPERIENCE

ABSTRACT. The paper proposes a way of bridging the gap between physical processes
in the brain and the “felt” aspect of sensory experience. The approach is based on the idea
that experience is not generated by brain processes themselves, but rather is constituted
by the way these brain processes enable a particular form of “give-and-take” between the
perceiver and the environment. From this starting-point we are able to characterize the
phenomenological differences between the different sensory modalities in a more prin-
cipled way than has been done in the past. We are also able to approach the issues of
visual awareness and consciousness in a satisfactory way. Finally we consider a number of
testable empirical consequences, one of which is the striking prediction of the phenomenon
of “change blindness”.

1. INTRODUCTION

1.1. Sensory Experience as a Way of Doing Things

What is the “feel” of driving a Porsche as compared to other cars? To
answer this question you would probably say: the feel of Porsche-driving
comes from the particular way the Porsche handles, that is, the way it
responds to your actions. When you press on the gas, the car accelerates
particularly fast. When you turn the wheel, the car responds in a way
typical of Porsches. Note that at a given instant you might actually not be
doing anything at all (as when, for example, you cruise along at high speed
without moving the steering wheel or pressing the accelerator). Despite the
fact that you perform no physical movements, you continue to undergo the
experience of driving the Porsche.

The experience of driving a Porsche would seem to consist not so much
in the occurrence, as it were all at once, of a certain sensation (something
like a twinge or a wave of dizziness), but rather in the characteristic pattern
of integrated activity in which the actual driving of the car consists. The
particular experience of Porsche-driving comes from the typically Porsche-
like give-and-take between you and the car and the things going on around
you when you drive the Porsche.
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This analysis of the experience of driving a Porsche in terms of a tem-
porally extended pattern of activity has two consequences. First, it suggests
the possibility that to investigate the nature of experience we must direct
our investigations not to some ineffable inner event, but rather to the tem-
porally extended activity itself, to the laws that govern this activity. We
shall see that on this approach, the problem of understanding experience
may become more tractable.

Second, it comes to seem doubtful that the Porsche-driving experience
is the sort of thing that can be generated by activity in the brain. It seems
clear that there is no special circuit that itself underlies the Porsche-driving
experience. There are of course brain mechanisms that participate in all
the various Porsche-driving behaviors, but none that can be thought of as
sufficient to produce the Porsche-driving experience.

In the present paper we take an analogous approach to vision. Seeing,
we argue, like Porsche-driving, is a temporally extended pattern of activ-
ity. To see is to be skilled in this activity. Visual experience, like that of
Porsche-driving, does not consist in the occurrence of “qualia” or such like.
Rather, it is a kind of give-and-take between you and the environment.

Moreover, we claim, there are no states or processes in the brain that
generate the experience of seeing. Brain processes participate in seeing,
but none deserves to be thought of as “the locus of seeing in the brain”.
Seeing is something we do, not something that happens in our brains (even
though, of course, a lot goes on in the brain when we see).

A first advantange of this activity-based approach is that it enables us to
overcome the problem of what has been called the “explanatory gap” (cf.
Levine 1983; also e.g., Chalmers 1996) – that is, the problem of under-
standing how something physical like the brain, can generate something
non-physical, namely experience. We have solved the problem by noting
that experience is not generated in the brain at all.

Second, the approach allows us to actually characterize the quality of
visual phenomenology, and to explain why nervous influx coming into
the visual cortex appears to give rise to qualitatively different experiences
than those arising from nervous influx coming into the auditory, or any
other sensory cortex. Just as driving is different from fishing or cook-
ing, seeing is different from hearing because it involves doing different
things. This explanation of the difference in phenomenology between the
different senses has the advantage of not requiring invocation of any kind
of “specific nerve energy” (Müller 1838) or other essence or mechanism
that somehow endows visual cortex or visual pathways with the ability to
generate visual-like experiences.
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A third advantage of taking this approach to seeing, is that it sheds a
new light on a number of classic problems in visual science, sometimes
causing them simply to evaporate. A problem which evaporates is the
problem of why the world seems stable despite eye movements and the
problem of why we do not notice the blind spot in our visual field. Another
problem which becomes a non-problem is the so-called binding problem
(that is, the problem of how information about different visual attributes
like color, texture, depth, form, movement, etc., are combined into a single
spatially and temporally unified percept). The theory also makes empirical
predictions, among them the phenomenon of change blindness (in which
large portions of a visual scene can be modified without this being noticed),
and the phenomenon of sensory subsitution (in which blind persons can
obtain a form of vision through tactile stimulation).

In the next sections we shall define in greater detail what seeing consists
in. We shall distinguish one aspect of the activity of seeing which can
be related to what psychologists call “sensation”, and one aspect which
can be related to what they call “perception”. We will then define a spe-
cific sense of the notion of visual “awareness” and go on to consider the
problem of accounting for what philosophers and psychologists call visual
consciousness or experience.

2. SENSATION

2.1. Exercising Mastery of Apparatus-Related Sensorimotor
Contingencies

Consider a missile guidance system. When the missile is following an air-
plane, there are a number of things the missile can do which will result in
predictable changes in the information that the system is receiving. For ex-
ample, the missile can go faster, which will make the image of the airplane
in its camera become bigger. Or it can turn, which will make the image
of the airplane in its camera shift. We shall say that the missile guidance
system has mastery of the sensorimotor contingencies of airplane tracking,
if it “knows” the laws that govern what happens when it does all the things
it can do when it is tracking airplanes.

Note that the sensorimotor contingency laws that the missile guidance
system has mastered are laws which depend on the nature of three-
dimensional space and how the missile’s apparatus senses things in that
space: the type of optics and the type of projection used, the way the image
is formed in the camera, the way it is sampled, etc., will all play a role
in determining the laws that link the missile’s possible behaviors to the
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resulting sensory inputs. If the system were using radar or sonar instead of
visual information to track airplanes, the laws would be quite different.

Having mastery of the sensorimotor contingency laws governing air-
plane tracking does not mean that the missile guidance system is currently
tracking an airplane – it might currently be cruising with no airplane in
view, or it might not be flying at all. Only when the laws of airplane
tracking are currently being put to use, that is, only if the missile guidance
system is exercising its mastery of airplane tracking is it true to say that
the system is visually tracking the airplane.

But note also that visually tracking the airplane does not actually
require any input to be coming into the missile guidance system. For
example, suppose that the airplane has momentarily slipped out of the mis-
sile’s view. Then the system’s airplane detector circuits will not currently
be active. Yet so long as the missile guidance system is, for example, tuned
to the fact that it can turn to bring the airplane back into the camera’s sights,
we still would say that the missile guidance system is currently visually
tracking the airplane. To say that it is “tuned to the fact that it can turn,
etc.”, is to say something about what the tracking system could do if it
were presented with particular types of input.

We wish to make the parallel between airplane tracking by the missile
guidance system, and sensation in humans. We shall say that perceivers
have sensations in a particular sense modality, when they exercise their
mastery of the sensorimotor laws that govern the relation between possible
actions and the resulting changes in incoming information in that sense
modality. Note that this use of the word sensation is somewhat unconven-
tional, because it treats sensations as something that might be construed as
unconscious. After all, on this view, the missile guidance system has sen-
sations of some sort. We shall take this very limited definition of sensation
at this stage, and show later how it can be used within a more complete
framework to deal with the specifically human, “experiential” aspects of
sensation.

2.2. The Sensation of Red

As a concrete example of what it means to have a visual sensation under
this approach, consider what it means to have the sensation of a red patch
of color. Under the classical view, the sensation of red occurs when a par-
ticular ratio of excitation occurs in the long, medium and short wavelength
sensitive mechanisms in the visual system. There are additionally some
color constancy mechanisms which compensate for the effect of ambient
lighting conditions. The output of these processes then is read by some
other cortical process which then presumably generates the sensation of
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red. But how does this come about? What mechanism in the brain could
take neural excitation from some cortical process, and convert it to experi-
ence? This is an outstanding and hotly-debated topic in recent philosophy
and cognitive science.

Under the view espoused here, the sensation of seeing a red patch of
color does not arise from activation of some cortical mechanism (even if
that activity is necessary for the experience). On the contrary, the sensation
of red occurs when the brain is tuned to certain very particular things that
will happen to the neural influx if we do certain things with respect to the
red patch of color. For example, one thing we can do is close our eyes, at
which point there should be a very dramatic change in the neural influx.
This particular sensorimotor contingency is an indication that we are see-
ing the red patch of color, and not hearing or tasting it, since eye-closing
has no effect in the auditory or tactile modalities. Another thing we can do
is move our eyes off the patch and back onto it. As the red patch moves
from fovea into periphery, retinal sampling becomes more sparse and color
information changes its nature, with influx from monochromatically tuned
rod photoreceptors taking over as compared to influx from the three dif-
ferent cone types present in central vision. Another difference between
sampling the red patch with central and peripheral vision derives from the
fact that the central retina is covered with a yellow macular pigment, which
absorbs light in the short wavelengths.

As a result of such differences, lawful changes in the neural influx occur
as a function of the eyes’ position. The laws underlying these changes, that
is, the sensorimotor contingencies, are indicative of the fact that the patch
is being sampled by the visual apparatus, and not via, say, the olfactory or
tactile modalities.

Another kind of sensorimotor contingency is related not to the effect of
eye movements, but to the effect of moving the red patch itself, or moving
ourselves with respect to it. Yellowish sunlight or reddish lamplight have
different spectra. Depending on how we move or how we move the patch,
the proportion of sunlight or lamplight reflected off the patch will change,
and the spectrum of the light coming into our eyes will change in a way
that is typical of red, and not of other colors. Broackes (1992), in a theory
of color which could be considered a special case of our theory, says that
“color is the way surfaces change the light”. D’Zmura and Iverson (1994)
have developed a mathematical approach to color constancy related to this
idea.

Exercising our mastery of all these possible kinds of sensorimotor
contingency constitutes the sensation of red. The sensation of red is the
exercise of our mastery of the way red behaves as we do things. The sen-
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sation of red is a way of doing things, not something that emerges from
neural excitation.

But note that though we identify the sensation with a pattern of skillful
activity, one can have the sensation even when one is, at the moment, in-
active. (Just as the the missile guidance system can be tracking the airplane
even though no information about the airplane is currently being received.)
We can exercise our mastery of the sensorimotor contingencies that signal
the presence of redness without actually blinking, or moving our eyes or
our bodies with respect to the red patch. This exercise consists in our prac-
tical understanding that if we were to move our eyes or bodies or blink, the
resulting changes would be those that are typical of red, and not of green
patches of light. Indeed, psychologists over the last century have extens-
ively studied vision under tachistoscopic presentation conditions, where
presentation durations are so short that observers cannot properly exercise
their mastery of visual contingencies. Because visual stimuli are relatively
redundant it is nevertheless possible to deduce from such a momentary
stimulation what the consequences of one’s actions would be if one were
allowed to move. Under the view taken here, visual sensation that occurs
in tachistoscopic experiments is constituted by this knowledge, and does
not derive in a direct fashion from the neural influx that activates the visual
pathways.

Note also that to have the sensation of red, there need actually be no
excitation currently coming into the brain which by itself might correspond
to red: this is the situation when we blink. Thus, unless we pay attention
to the fact that we are blinking, the sensation of redness (and for that
matter the sensation of seeing) does not go away during the blink. This
is also the situation when we see a red object first in central vision and
then in peripheral vision: for a given object, the information about color
available in peripheral vision is dramatically reduced as compared to what
is available in central vision – and yet the perception of redness persists.
This is because what provides the sensation of redness is not the neural
influx, but the knowledge of how the influx would change if you were to
move your eyes.

2.3. Note on Use of the Terms “knowledge”, “mastery”, “to be tuned to”

On the theory of sensation presented here, to have a sensation is to exer-
cise one’s mastery of the relevant sensorimotor contingencies and in this
sense to be “attuned” to the ways in which one’s movements will affect
the character of input. We characterize this attunement as a form of prac-
tical knowledge. These terms are vague and may be somewhat confusing.
Perhaps it would clarify our point to consider the example of a phototactic
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device such as one of Braitenberg’s simple “vehicles” (Braitenberg 1984).
The imagined wheeled vehicle is equipped with two light sensors on its
front. The left sensor is linked to the right rear wheel driving mechanism
and the right sensor is linked to the left rear wheel driving mechanism.
As a result of this wiring, the vehicle will orient itself toward light sources
and move towards them. Such a simple mechanism can track and hunt light
sources.

Note that the ability of this extremely simple mechanism to “sense
light” does not consist just in the fact of activity in the sensor. Light
causally affects the sensors, to be sure. But the vehicle’s ability to sense
the light consists in the ways in which it makes use of the raw stimulation
of the light on the sensor. If there were no linkage between the activity of
the sensor and the driving mechanism, then activation in the sensor would
have no behavioral or ecological implications for the vehicle and it would
be as good as blind. Having sensations, as we are using the term, consists
in the use the system (whether a simple Braitenberg vehicle or a complex
organism) makes of input. Any system capable of making use of input is a
system that is attuned to patterns of sensorimotor contingencies, and so is
one that can be regarded as having practical knowledge or mastery of these
contingencies.

Note one final consequence of this account of sensation. The sensa-
tion does not occur in the brain any more than it occurs in the sensors
of the vehicle. The occurrence of sensation is a system or creature-wide
phenomenon. Mastery of sensorimotor contingencies may be neurally en-
coded, but this mastery does not itself reside in the brain. To the extent that
it makes sense to speak of mastery residing anywhere, then it resides in the
creature as a whole, in the whole neurally enlivened body.

2.4. Sensation Concerns Apparatus-Related and Space-Related
Sensorimotor Contingencies

Let us examine more closely the different kinds of sensorimotor contin-
gencies that are typical of sensation in the visual, as opposed to nonvisual,
sensory modality.

We have seen from the example of the sensation of red that one aspect
of the sensorimotor contingencies is related to the structure of the visual
apparatus: blinks cause a drastic change in the sensory input; moving the
eye causes lawful changes in the color information available from a stimu-
lus. Other laws concern the spatial sampling of the image: foveal resolution
is much finer than peripheral resolution, so as the eye moves, the resolution
of the sampled information changes in a lawful way which is typical of the
visual modality. Another lawful relationship is determined by the optics of
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the eye. Owing to the spherical shape of the eyeball, there are certain dis-
tortions that occur in the image when it shifts – for example the curvature
of the arc formed on the inside of the ocular sphere by looking at a straight
line changes as the eye moves on and off the line (this point has been
discussed by Platt (1960), and in a more general fashion by Koenderink
(1984). These changes are also affected by the eyes’ state of accomodation,
and by spherical and chromatic aberrations in the eyes’ optics.

While the sensorimotor contingencies we have just discussed are pre-
dominantly a consequence of the structure of the visual apparatus, another
somewhat different class of sensorimotor contingency is related to the
3D structure of space. Because the visual apparatus is sampling a two-
dimensional projection of three-dimensional space, certain laws apply. For
example, when you move forwards or backwards, there is an expanding or
contracting flow-field on the retina; the amount of light impinging on the
eye is governed by the inverse square law. There are also more complicated
laws which, as pointed out by Piaget (1937/1977) in his studies on how
the notion of space is acquired, are related to the (mathematical) group
structure of three-dimensional space (see also Poincaré (1905) and Husserl
(1907/1991) for related ideas). Thus for example, if you move one step
forward and one step sideways, there is a diagonal direction you can move
back along such that the nervous influx comes to be the same as it was to
begin with.

We have distinguished two classes of sensorimotor contingencies that
are typical of vision: one that is a consequence of the structure of the visual
apparatus, and one that is a consequence of the nature of 3D space. What
should be noted is that both kinds of sensorimotor contingencies are inde-
pendent of the nature of the objects which are being seen. The laws that
govern the changes that are created by blinks, eye movements and body
movements are global laws that apply to whatever objects are in the visual
scene. Thus, these particular types of sensorimotor contingency, because
they are independent of objects but particular to the visual modality, could
be considered to constitute the defining characteristics of visual sensation,
and they are what distinguish vision from sensation in other modalities.

Take the tactile modality as a further example. Here the sensorimotor
contingencies are quite different from the visual modality. Moving one’s
hand over a surface causes the texture elements to move in a way analogous
to how the image shifts when one moves one’s eye. But there are a number
of important differences. For example, the way tactile acuity varies over
the surface of the hand is nothing like the way spatial acuity varies over
the retina. Furthermore, bringing one’s hand nearer and farther from an
object does not create an expanding or contracting tactile flow-field like
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that created on the retina. On the contrary there are laws of contact and
pressure which have no equivalent among the sensorimotor laws of vision.

It is a very important aspect of our approach to sensation that we claim
that what determines the particular, visual, tactile, auditory, olfactory, etc.
nature of a stimulation is nothing directly to do with the sensory pathways
or brain areas which carry the nervous influx. Rather, what determines the
experienced sensory modality of a stimulation are the sensorimotor laws
governing that stimulation. This important concept opens the possibility
for sensory substitution. If we can, through tactile stimulation for example,
create sensorimotor contingencies similar to those usually obtained via
visual pathways, we should be able to create sensations through touch
which will be perceived of as having a visual nature. There is indeed
evidence that this is possible.

Thus, Bach-y-Rita (1972) (see also Bach-y-Rita 1967; Lechelt 1986)
mounted a 20 × 20 array of tactile vibrators on the back or abdomen of a
blind or blindfolded person, and found that with surprisingly little practise,
the subjects report that they no longer feel the tickling stimulation on the
skin, but “see” objects in front of them. Furthermore, suddenly increasing
the magnification of the video camera by jogging its zoom adjustment can
cause users to involuntarily jump back, as though they saw that objects
were going to collide with them (Bach-y-Rita 1972) – and this is true
irrespective of whether the stimulator array is mounted on the observer’s
back, abdomen, or other cutaneous area.

The discussion remains lively of course as to what extent we should say
people really “see” with such a device (Morgan 1977), and it is interesting
to note that blind people seem not as interested in using the devices as
the engineers who construct them had hoped (Easton 1992; Bach-y-Rita
1983). Nonetheless, first-person reports by people who have learnt to use
the devices certainly favor the notion that some kind of vision is involved
(Guarniero 1974, 1977; Apkarian 1983).

3. PERCEPTION

3.1. Exercising Mastery of Object-Related Sensorimotor Contingencies

Consider again the missile guidance system. When it is tracking an
airplane, it is exercising its mastery of the sensorimotor contingencies
imposed by the structure of its sensing apparatus and by the nature of
3D space. But note that it may be following different kinds of airplanes.
Perhaps there are ones that turn slowly, and others which make fast,
sophisticated evasion maneuvers. The missile guidance system may ad-
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apt to one or other type of airplane, and, to do this, may invoke different
strategies.

Contrary to the sensorimotor contingencies which we considered in
the previous section, therefore, there are other sensorimotor contingen-
cies which are related, not to the nature of the visual apparatus or to the
3D space in which it is embedded, but rather to the nature of objects
themselves. A pitcher, for example, is a thing that has the property that,
depending on how you turn it, a protuberance (the handle) appears and
disappears. A glass, in contrast, is a thing that does not have this prop-
erty. We suggest that perception could be considered to be the exercise of
mastery of this kind of object-related sensorimotor contingency.

Note that, just as was the case for our definition of sensation, there
is nothing about our definition of perception which prevents a machine
from having perception. We shall come to the specifically human aspects
of perception later.

As a concrete illustration of what perception is under this approach,
consider first an example from the domain of tactile perception: the chil-
dren’s game in which a household object like a cork, a potato, or a pencil
sharpener, for example, is put in an opaque bag, and the child must attempt
to identify the object by feeling it with his hand in the bag. The striking
aspect of this game is that at first, when you have not yet identified the
object, you are aware of local bits of texture, protuberances, edges, etc., but
not of holding a particular object. Suddenly however, the “veil falls”, and
the previously unrelated parts come together into a whole. You no longer
have the impression of a collection of incomprehensible protuberances,
smoothnesses, edges, but of holding, say, a swiss army knife. It is worth
playing this game in order to understand this sudden feeling of recognition,
like an illumination. Once the illumination has occurred, you no longer feel
the local sensations that you were feeling before, but you feel the object as
a whole object. Even parts of the object that your fingers are not currently
in contact with, somehow are perceived as being present.

We suggest that this feeling of presence derives from the fact that once
the object has been recognized, you “have tabs” on it, you can exercise
your mastery of the way it “behaves” under your grasp. You know that
if you move your fingers upwards, you will encounter the ring attached to
one end of the knife, and if you move the other way, you will encounter the
smoothness of the plastic surface, and the roughness of the corkscrew, etc.
It is this knowledge which constitutes the haptic perception of the object.
In fact you need not do anything at all, and yet you have the acute feeling
of holding a swiss army knife.



WHAT IT IS LIKE TO SEE 89

Notice that the fact that the sensitivity of different parts of your hand
(fingertips, palm, finger nails, etc.) is quite different, and the fact that your
hand is composed of fingers of different shapes and lengths and having
spaces between them, has no impact on your ability to recognize the object.
You know the difference that will occur if you use your fingernails rather
than your fingertips to touch the surfaces, and if you lodge the object in
the palm of your hand or put it inbetween finger and thumb. In fact your
fingernails and the spaces between your fingers, far from being useless
non-sensitive zones of the hand, can be used actively as a way of assessing
the texture or the size of parts of an object.

The same analysis can be applied to visual perception – indeed the
idea that vision might consist in “palpation” by the eyes was already men-
tioned by Merleau-Ponty (1968) and developed by MacKay (1962, 1967,
1973), who suggested considering vision like a giant hand that samples the
environment.

Suppose you are looking at an apple. In central vision you have stimu-
lation from your retina corresponding to redness, and above it in peripheral
vision you have stimulation of lesser resolution corresponding to the green
leaves. You know this is an apple because you know that if you move your
eyes up to the green bits, the change in stimulation will be typical of the
change that occurs when green things move from periphery into central
vision. You perceive this as an apple because you additionally know that if
you turn it in a certain way, you can make the green leaves disappear and
re-appear, and because you know that, being round, the apple’s profile will
not change very much when it rotates about itself.

Having the knowledge of the set of all possible things that we can do
and the associated changes that occur is of course something, which in the
case of vision, is generally so automatic and immediate, that we do not
have the impression of “illumination” or the “veil falling” that we referred
to in the case of the hand-in-the-bag game. However the impression can
sometimes be obtained with pictures that are difficult to interpret, such as
the well-known figure of the Dalmation, or the example in Figure 1. Until
you suddenly realize what it is, you do not have the impression of the
presence of a seen whole.

Notice in the case of vision, just as for tactile perception, the local sens-
itivities of different parts of the retina are quite different, with the central
region of the eye having high spatial and color resolution, whereas the
peripheral regions have lower resolution. There are other non-uniformities
due to the blind spot and vascular scotoma, which obscure large portions
of the retina (see below). But, just as the non-homogeneities of the hand
do not prevent the nature of objects from being assessed – on the contrary,
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Figure 1. Picture which some people find difficult to decipher. In case of difficulty, turn
it upside down.

they are sometimes an aid in determining the nature of an object – the
imperfections of the retina and of the eyes’ optics are no hindrance and
may actually be an aid to the identification of objects. The fact that the
centrally and peripherally fixated parts of an object are, at any moment,
being sampled with dramatically different spatial and color resolutions is
irrelevant to the feeling of recognition that we get.

We have the impression of seeing a whole object, and not simply the
part which is currently being sampled by the high resolution fovea. The
reason is that recognition of an object occurs, not when neural excitation
due to the object arrives in some cortical area, but when we are exercising
our mastery of the way the object behaves under exploratory manipulation,
when we have “tabs” on the behavior of the object as we move our eyes
over it, or as we move the object before our eyes. What we mean by seeing
an object is having knowledge of the set of all the possible things that we
can do with respect to the object and the associated changes that will occur
in the sensory influx when we do them.

3.2. Filling-in

A consequence of this way of thinking about perception relates to the prob-
lem of what is called “filling-in” of the blind spot and of disease- or lesion-
induced visual scotomas. The blind spot is a region in the visual field of
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Figure 2. Scotoma in the visual field present in normal people’s eyes, caused by blood
vessels which cover the anterior surface of the retina. The blind spot is seen on the right,
covering a region subtending approximately 3–5 degrees horizontally and 8–10 degrees
vertically. From Weekers and Humblet (1945).

each eye corresponding to the place where the optic nerve passes out of
the ocular globe, and is large enough to encompass an orange held at arm’s
length. Yet it is generally not noticed, nor is the extensive scotoma caused
by retinal vascularization, which covers the whole anterior surface of the
retina, as shown in Figure 2. Under classic conceptions of visual percep-
tion, it is thought that some kind of interpolation mechanism must operate
to “fill in” the missing information, and experiments have been performed
to examine how “intelligent” this filling-in mechanism is (Ramachandran
1992, 1995; Ramachandran and Gregory 1991).

However under the approach we are putting forward, and also as sug-
gested by Durgin et al. (1995) and Pessoa et al. (1998), there is no need for
a filling-in mechanism to fill in the blind spot, any more than there should
be a tactile filling-in mechanism to compensate for the spaces between our
fingers when we do tactile recognition. Since visual recognition of objects
occurs when we are exercising our mastery of the changes that occur as
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we move with respect to an object, the presence of “imperfections” such
as the blind spot poses no problem. Just as people with dirty spectacles do
not have the impression that the things they are looking at are dirty, the
fact that we have a blind spot does not give us the impression that there
is a “black hole” in our visual fields. Brain mechanisms that some authors
have located and which appear to be doing filling-in type operations are, in
our view, not actually filling in mechanisms, but simply part of the normal
sampling machinery that the visual system uses to explore the environment
at different spatial scales (O’Regan 1998).

Similar arguments can be made in relation to the problem of saccadic
suppression and the stability of the visual world. A large literature exists
whose purpose it is to try to understand how it could be that we do not
notice the tremendous purturbations that are caused on the retinal image
every time the eye makes a saccade – which is between three to five times a
second, all the waking day (e.g., Matin 1974; Shebilske 1977; Li and Matin
1997; Irwin 1991, 1992; Grüsser 1986; Bridgeman et al. 1994; McConkie
and Currie 1996). In our view this literature is misguided. Just as it would
be curious to propose a mechanism whose purpose it is to compensate for
hand movements in haptic object recognition (for example, a mechanism
that ensures that the object is not perceived as disappearing when the hand
is briefly lifted off it), there is no need for a mechanism to compensate
for eye movements in visual recognition. Indeed, as stressed by (Neisser
1976), vision does not consist in the reception and sticking-together of suc-
cessive images captured by the eye. On the contrary, vision is constituted
by knowledge of the changes that occur through eye movements and body
movements. Vision occurs through movement, not despite movement. On
the other hand, we obviously do not wish to deny the vast literature on
saccadic suppression and the extraretinal signal showing that there are
mechanisms in the brain which modify neural activity as a function of eye
position and when saccades occur. But we claim that the purpose of these
mechanisms is not to compensate for eye movements. On the contrary,
their purpose must be part of the normal sampling of correlated visual and
motor activity which constitutes visual perception.

3.3. The Binding Problem

The “binding problem” concerns the issue of how different attributes of a
perceived stimulus, say “red”, and “triangle”, can be “bound together in the
brain” to give rise to a unified percept of a red triangle. The notion of neural
convergence was a way of approaching this problem: it was suggested that
mechanisms that detect object attributes occurring in a single location at a
single moment in time could signal their activation to a common neuron
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or set of neurons – what has been called the “grandmother cell” (Bar-
low 1972). More recently the idea has also been suggested that binding
might occur via synchronous firing of neurons in different cortical areas
(cf. Brecht et al. 1998; Castelo-Branco et al. 1998; Abeles and Prut 1996;
Llinas and Ribary 1993; Gray and Singer 1989).

It is certain that neural convergence does in fact exist in the brain: the
convergence is certainly a computational mechanism used to route inform-
ation in such a way that object attributes like “red” and “triangle” and
their spatial locations can be disambiguated and made available to brain
mechanisms that determine behavior. Synchronous firing may also be a
brain mechanism that is used for similar computational purposes.

But we claim that what has been called the binding problem is actually a
pseudo-problem: a by-product of the, in our opinion erroneous, conception
that visual experience is generated by activation of a brain mechanism.
Only if we assume this erroneous idea, are we obliged to postulate a way
for the individual aspects of a stimulus to somehow “come together” so as
to activate the experience-providing brain mechanism.

Let us abandon the experience-as-a-brain-mechanism view, and con-
sider the analogy with Porsche-driving again. As noted earlier, the ex-
perience of driving a Porsche may depend causally on disparate neural
processes. There is no need to suppose that these underlying components
must be bound together by some unifying mechanism. The unity of the
experience, we believe, can be explained by the unity of the activity itself,
that is, by the fact that there is a coherent pattern of coordinated behavior
that is responsive to external circumstances. And just the same holds for
perceptual experience. The unity of perceptual experience can be explained
by the fact that there is unity at the level of the activity in which perceptual
experience consists, by the fact that there is an organized pattern of explor-
ation and interaction with the environment. There’s no need, therefore, to
appeal to a unity at the level of underlying neural mechanisms.

A related example is that of life. Each of the processes underlying life:
respiration, reproduction, ingestion, digestion, movement, maturation, cell
division, to name but a few, has its own more or less independent physico-
chemical mechanisms. Nothing extra is needed to endow an organism with
life, once each of the mechanisms that underlie life is in place. No extra
“life essence” is needed to bind together these different processes so that
life has unity. On the contrary, life has unity because it is a coordinated way
of behaving within an environment. It is not something that is generated
from the underlying mechanisms. It is something that is constituted by a
way of behaving.
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4. VISUAL CONSCIOUSNESS

This account of sensation and perception in terms of the mastery of sen-
sorimotor contingencies goes some way towards characterizing what it
is like to see. But what we need to do now is to address the nature of
awareness and consciousness. This is crucial if we are to give an account
of full-fledged human perceptual experience.

4.1. Awareness: Integrating Sensorimotor Mastery into Planning
Behavior

Let us restrict use of the word “awareness” to “awareness of something in
particular”. Let us say that a person (or system or machine) is perceptually
aware of something if the system makes use of perceptual information
about the thing for the purpose of planning, rational thought or linguistic
behavior. This definition of awareness has also been used by Chalmers
(1996) – it corresponds to what Block (1995) calls “access-consciousness”.

A driver, for example, would be said to be aware of a red traffic light
if, in addition to the mastery of sensorimotor contingencies associated
with the red light, his attunement to these sensorimotor contingencies is
integrated into his planning, rational thought or linguistic behavior.

Depending on the extent to which the seeing of the red light is incor-
porated into his planning or thought, the driver would be said to be aware
of the red light to varying degrees. For example if he is driving while at the
same time engaged in animated conversation with a friend, he may not be
aware of the red light at all. Or he may be indirectly aware of it, because
he realizes that stopping is going to make him late for an appointment.
If the driver is an artist interested in shades of red, on the other hand,
he may notice that this traffic light has a different hue than usual, and
therefore be particularly aware of the color of the light, though he may not
notice its shape. Notice that there is nothing about this characterization of
awareness that prevents its attribution to a machine – it is conceivable that
a sufficiently complex machine, with a sufficiently wide range of possible
behaviors, in a sufficiently rich environment, could reasonably be said to
be aware in this sense1.

4.2. Visual Experience: Awareness of Vision

It is sometimes suggested that when you see something red, you have
a feeling – a “raw feel” – that is distinct from your mere awareness of
what you see. A mere robot, so it is reasoned, could have mastery of
the relevent sensorimotor contingencies (and so have the corresponding
sensation and perception), and it could also make use of its mastery for the
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purpose of appropriately guiding its actions and making plans (thus exer-
cising awareness), without undergoing the feel of red. It is the presence or
absence of this distinctive qualitative state that makes it the case that there
is, in the phrase of Nagel (1974), something that it is like to experience
red. Unless we can account for this, we have failed to explain perceptual
consciousness.

This is a hotly contested area, one where it is difficult to tread without
stepping on the discarded remains of unsuccessful gambits. We venture
forward, therefore, with a light step.

First, let us note that we have accounted for what it is like to see some-
thing red. After all, we have presented, in admittedly rough outline, the
factors that differentiate the seeing of something red from the haptic feel
of something red, or the seeing of something blue. What more is there to
be accounted for?

One might respond: the further hitherto-not-yet-explained element is
that distinctive feeling of the presence of redness. But the explanation of
this “feeling of the presence of redness” is ready to hand. Suppose you look
at a red colored wall. The redness is on the wall, there to be appreciated.
Because we have continuous access to the present redness, it is as if you
are continuously in contact with it. This would explain the fact that the
redness would seem to be continuously present in experience. This point
can be sharpened. The “feeling of present redness” that would seem to
accompany the seeing of something red is to be explained by the fact that
we understand (in a practical sense) that at any moment we can direct
our attention to the red wall. That is to say, our feeling of present red-
ness consists in our awareness of our perceptual access to environmental
redness.

It would seem, then, that the “raw feel” of redness can be explained
by our theory in terms of our second-order awareness of our own visual
capacities. This account gains in credibility when we recall the feeling
of “illumination” that occurs when a stimulus is recognized in the child’s
hand-in-the-bag game: one suddenly really “feels” the presence of a whole
object. This feeling is clearly nothing more than the coming together of
the knowledge associated with the different parts of the object: a kind
of “being at home” with the various things that one can do in regard to
the object. This example suggests how it might be possible that a state of
knowledge about existing contingencies could actually constitute a feeling.

Another illustration which may help in rendering our approach more
plausible is to consider cases where the word “feeling” is used outside what
is normally taken as the domain of sensory experience. Consider what is
meant when a person says he “feels rich”. What he means is that he can, if
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he wishes, buy a yacht or an expensive car, take cash out of the bank or go
on a cruise around the world, etc. His feeling of richness actually consists
in knowledge of things he can do (other examples might be feeling British,
feeling lonely, virtuous, etc.).

Obviously the “feeling” of richness does not have the same acute on-
going quality as the experience of a red light or a bell ringing or a pain.
This difference could reside in the fact that, unlike the case of richness,
the knowledge associated with perceptual experience is intimately linked
to motor activity: the minutest eye-muscle twitch creates an associated
change in the neural influx from the retina, but no muscle twitch changes
the availability of cash at the bank. Another fact that gives perceptual
feelings a more “real” quality could be that the associated sensorimotor
contingencies are highly ingrained, learnt during maturation, and known
perhaps only tacitly. Finally, we have already mentioned the very important
difference with other mental activities: the fact that low-level perceptual
systems possess genetically determined orienting responses which cause
the perceptual apparatus to exogenously orient to sudden changes in stim-
ulation. Thus, when a light turns on, the eyes are attracted to the change,
but when my bank account goes empty, there is no immediate, automatic
reaction of my body. Sensory stimulation thus provides sensorimotor con-
tingencies which are profoundly driven by local external events, whereas
feelings like those of “being rich” or “being virtuous” are not so tightly
sensorimotor. This difference is so clear-cut that it may be better to say
that the feelings of richness or virtuousness do not really provide any kind
of “raw feel” at all.

4.3. “Change Blindness” and the World as an Outside Memory

In the course of the arguments presented here, we have already alluded
to examples of implications of our theory for empirical research. One
implication concerned the possibility of sensory substitution. Another
implication concerned saccadic suppression, the extraretinal signal, and
filling-in mechanisms, each of which has been postulated to compensate
for supposed deficiencies in the visual apparatus, but which, according to
the theory, are not necessary. These and other implications are discussed in
more detail elsewhere (O’Regan 1992; O’Regan and Noë, in press). Here
we wish to mention briefly an implication of the theory which concerns
the nature of the internal representation of the world, and show how this
was tested using experiments on “change blindness”.

The subjective impression people have of their visual world is one of
great richness, with the feeling of almost infinite detail and color spread
out before their eyes. The most natural explanation for this would ap-
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pear to be the idea that in the brain, there is an internal representation
of the world whose activation provides this experience. In order to provide
the perceived richness of the experience, the internal representation must
presumably also be very rich.

The theory we have developed here rejects the notion that experience is
caused by activation of any brain mechanism – for if it were, then we would
have to explain how activation of some brain mechanism (something ma-
terial) provides experience (something immaterial). On the contrary, our
theory states that the character of the visual experience of the external
world depends on the fact that the visual world is immediately accessible
to our exploration. We see something, not because its image is impinging
on our retinas, but because we know we can, by moving our eyes, our
bodies, or the object itself, change the retinal stimulation that the object
creates in certain known ways.

A way of thinking about this view of what seeing consists of, is to adopt
the analogy of what might be called the “the world as an outside memory”
(O’Regan 1992; Minsky 1988). Instead of supposing that we have visual
experience because an internal representation of the world is activated, we
claim that the outside world functions in some sense as an external memory
store. Consider what happens with normal memory: The slightest flick of
your thoughts to something you want to remember – say the color of your
grandmother’s eyes – suffices to bring that thing to your attention, and you
can immediately recall it. Having memory of your grandmother’s eyes thus
consists in the fact that you know you can, by a mental effort, bring that
bit of information into your mind. Similarly, with vision, the slightest flick
of your eyes or of attention can bring up details about something before
you. Thus, seeing something consists in the fact that you know you can, by
the appropriate eye, body, or object movement, cause changes that provide
information about that thing.

But the view we are taking is rather curious, because it says that to
have the ongoing, occurrent, perception of richness of the visual world,
the richness does not actually have to be continually impinging on the
retina or activating some internal representation. It just has to be potentially
obtainable by the appropriate movement.

From the point of view of brain storage and efficiency of calculation, it
is of course a great advantage not to have to store the contents of the entire
visual field, but rather to use the world itself as its own storage buffer.

On the other hand, this point of view makes a rather counter-intuitive
prediction. It predicts that if something in the visual world were to change,
unless at the moment of the change you happened to be attending to it,
you would not notice the change. Since attentional capacity is extremely
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limited – we can only consciously think about one thing at a time – the
question then arises of why we do not normally miss all sorts of things that
change in our visual field?

The answer undoubtedly lies in the fact that, as we have pointed out
before, the low-level visual system possesses automatic transient-detection
mechanisms which cause attention to be exogenously oriented towards any
change in luminance, color or position in the visual field. The best known
example of such mechanisms might be motion detectors. When anything
changes in the visual field, the eye, or attention, is immediately directed
to the location of the change, and the changing element, because it is be-
ing attended to, is seen. This low-level “watchdog” mechanism therefore
provides a way of accounting for perceptual awareness of details in the
environment without supposing that everything is actually stored in the
brain.

These considerations lead to the possibility of some interesting em-
pirical verifications. If somehow we could render the normal attention-
grabbing transient-detection mechanisms inoperative, then changes in a
scene should not be noticed unless they were being directly attended to.
We tested this prediction in a series of experiments in which the attention-
grabbing transient was swamped in a variety of ways by the occurrence of
other, irrelevant transients.

In one set of experiments we used a brief flicker that covered the whole
image at the moment that the “true” scene change occurred (Rensink et
al. 1997, 2000). In another experiment the scene change was synchronized
with the occurrence of a blink (O’Regan et al. 2000). Other workers have
synchronized scene changes with the occurrence of eye saccades (Grimes
1996; McConkie and Currie 1996; Irwin and Gordon 1998). The principle
of these experiments is that in all cases, the “true” change occurs simultan-
eously with a brief global change in the retinal image. This global change
produces a large transient that overloads the local transient detectors which
would normally signal the change location. Attention is therefore preven-
ted from orienting to the location of the change. Another experimental
paradigm that we have used involved what we called “mudsplashes”: like
mud splattered briefly on a car windshield, these created brief diversions
which, when synchronized with the occurrence of a change in the visual
field, acted as decoys, and attracted attention away from the location of the
“true” change (O’Regan et al. 1999).

As predicted from the theory, in all these experiments very large
changes could be made without observers noticing them. The changes
could be so large that they occupied a significant portion of the pic-
ture, and were flagrantly obvious when not synchronized with the
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flicker, blink, saccade, or mudsplash (examples can be seen on the web-
site http://nivea.psycho.univ-paris5.fr). The phenomenon was particularly
striking in the “blink” experiment, where, it was shown by measuring eye
movements, that even when people were looking directly at the change, in
almost 50% of the cases they did not notice it (O’Regan et al. 2000). Of
course the fact that a person can be directly looking at something and yet
not see it is quite compatible with our theory, since, as we have said, what
determines whether you are aware of seeing something is not the fact that
it impinges on your retina, but rather the fact that you are making use of
it in your planning, thought, decisional or linguistic behavior. Even when
fixating something directly, there may be some aspects of what you are
fixating which you are, in this sense, not making use of, and so which you
will not notice if it changes. For example, fixating in the middle of a word,
you may be recognizing the word and not notice that the shape of the very
letter you are fixating has changed, or that its color or the background color
visible behind the letter has changed.

5. CONCLUSIONS

We have presented a new framework within which to study sensory
experience. Our most basic idea is that attempts to explain perceptual
consciousness (experiences of hearing a bell, seeing a light, etc.) by postu-
lating a brain mechanism which is thought of as sufficient to produce the
experience must fail. Such theories, we believe, must always fall afoul of
the explanatory gap: that is, they must always fail to explain how it is that
neural activation in the brain can give rise to the experience.

On our view, experience is not something that happens in us but
is something we do. Perceptual experience consists in ways of explor-
ing the environment. We have decomposed these ways of exploring the
environment into several parts.

The first two parts correspond to what is usually called sensation and
perception and occur when a person exercises mastery of the laws of
sensorimotor contingency that govern how actions affect sensory inputs.
Sensation occurs when a person exercises mastery of those sensorimotor
contingencies which are typical of a sensory modality (in general those
contingencies that are related to the way the modality samples the space in
which it is embedded).

Perception occurs when a person has mastery of those sensorimotor
contingencies which are typical of the way the attributes of objects are
sampled by the particular sensory modality.
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When one’s sensation and perception are integrated into current plan-
ning, rational thought and speech behavior, we say that the perceiver is
perceptually aware of that which is perceived.

We have also shown that what could be called the “raw feel” of sensory
experience can be accounted for under our theory. This is because what
people mean by such talk can be understood in terms of differences in
the patterns of sensorimotor contingencies governing exploration of the
world in different modalities and also with reference to the possibility of
becoming aware of qualites (such as colors) that are a stable feature of
one’s immediate environment.

As a whole, the theory provides a unifying framework in which to
consider the relations between sensory experience in different sensory
modalities (and this includes unusual cases such synesthesia and tactile
visual sensory substitution), and the relation between sensory experience
and other human activities. The theory also provides insights into the
so-called “binding problem”, and, within the domain of vision, into the
question of how vision can seem perfect despite what would seem to be the
glaring imperfections of the visual system (perturbations due to eye sac-
cades, retinal scotomas, non-homogeneities in spatial and color sampling).
Among other empirical results that the theory relates to, and that have been
discussed in more detail elsewhere (O’Regan and Noë, under revision), the
theory also speaks to the issue of the nature of the internal representation of
the visual world and makes predictions that have been verified concerning
the phenomenon of “change blindness”.
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NOTES

1 Certainly in order for the notion to be applicable however, the machine would have to
have quite a sophisticated reasoning ability and would have to reside in quite a complic-
ated environment. A medical diagnosis system or chess-playing machine could be said to
evaluate possible plans before deciding on what actions to undertake. But one would not
want to say that the machine is “aware” of the decisions it is making. Awareness seems to
require broader social capabilities than simply making a diagnostic or advancing pieces on
a chessboard. If the machines could additionally evaluate the impact that they were going
to have on the patients or chess opponents (say, by not telling a patient he has cancer, or
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purposefully losing a game in order not to upset a child), then one would be more willing
to use the word “aware” in describing the machine’s behavior.
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